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Australian Combustion Symposium - Welcome to Country 
 
Good morning, Ladies, Gentlemen and distinguished guests 
 
My name is Rochelle Fejo, and I am a Larrakia woman from my mother, my grandfather, and my 
great grandfather in what Aboriginal culture calls grandfather law. 
 
Firstly, I would like to acknowledge and thank the Australian and New Zealand Section of the 
Combustion Institute and Charles Darwin University for asking me here today to welcome you to 
Larrakia land.  
 
The Larrakia people are the traditional owners and custodians of the greater Darwin region and 
although we are known as Saltwater People, our land boundaries extend approximately fifty 
kilometres inland. 
 
Saltwater People means that we believe that our ancestors come from the land and sea. There is 
a story of the first Larrakia man, we call, Old Man Rock which is a reef that is seen on the low tide 
near here at the back of the Casuarina campus of the University.  
 
Old Man Rock is the first Larrakia Man who created the Larrakia people and gave us a system of 
governance that we call the kinship system, he also gave us language so we could communicate, 
and he taught us how to live off and maintain our land and seas.  
 
We are the first people to live on this land and as hosts of Larrakia country, it is my honour to 
welcome you all here today.  As part of the Australian Combustion Symposium, you are here today 
to build a better world and a decarbonised economy through the combustion of clean fuels.  By 
doing this you are protecting our lands and protecting our people.  
 
Larrakia people say that the land is our mother and when we take care of our mother, our mother 
provides for us.  Our lifestyle and identity stems from who we are and where we come from so 
when you care for our mother, you are caring for us.  For this I thank you.  
 
This is the connection in what you are doing with the connection we share together across our 
lands as First Nations people, as Territorians, as Australian and New Zealand colleagues and as 
people who care for our Earth. 
 
You have come by way of Larrakia Land, you will hear the voices of our ancestors, when you 
leave, you will take the Larrakia message with you.  Reverend W. Fejo 
 
Ladies and gentlemen, it is my honour to welcome each and every one of you to Larrakia Land.  
May our ancestor guide and protect you always. 
 
Thank you 
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Message from the Chairman 
 
The Australian Combustion Symposium returns to in-person attendance after the interruption 
imposed by Covid. The combustion community in Australia is eager to reconvene as it positions 
itself to contribute to the global process of decarbonisation.  Many of our researchers are already 
leading the efforts of investigating the utilisation of “green” fuels and relevant blends for current and 
future power conversion systems.  
 
Against this background, it is fitting that the Australian Combustion Symposium 2023 has adopted 
the theme of “Towards Clean Combustion and Decarbonisation”.  Professor Michael Brear sets the 
scene in the Bilger Lecture confirming the continued importance of combustion in achieving net zero 
carbon and in greenhouse gas abatement.  The remaining invited and contributed paper reinforce 
the numerous facets of this message hence testifying to the depth of this research in Australia.  
 
As Chairman of the ANZ-Section and on behalf of all our membership and delegates, I would like to 
thank the local Organising Committee in Charles Darwin University for their tireless work and 
dedication in making the 2023 Australian Combustion Symposium an outstanding success. In 
particular, our thanks go to Organising Committee which included Professor Bogdan Dlugogorski 
and his PhD candidates at CDU - Mr Caleb Ojo, Mr Angel Aguilar-Morones, Ms Ramya Khandika 
and Mrs Azeb Bekele; Mrs Gopika Prema from Energy and Resources Institute at CDU who 
navigated all administrative hurdles and led operational arrangements; and Associate Professor 
Shaun Chan from the University of New South Wales for his massive efforts in setting up and 
maintaining the Symposium website.  I also extend my words of appreciation to the members of the 
Technical Committee for reviewing thrice each contribution submitted for consideration to the 
Symposium, especially, for their time and excellence of the review comments. 
 
Assaad R. Masri 
23 November 2023 
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Preface 
 
In 2023, the Australian Combustion Symposium (ACS) was held in Darwin, Northern Territory.  This 
is perhaps the first time for this gathering to come to the Top End.  The Symposium was jointly 
organised by the Charles Darwin University and the Australian and New Zealand Section of the 
Combustion Institute.  The attendance was only in person as the Covid restrictions had been 
removed allowing everyone once again to meet face-to-face.  Around 60 participants joined the 
meeting, mainly from Australian Universities, with small contingents from New Zealand and from 
industry. 
 
As it is in the Australian tradition, the Symposium started from a Welcome to Country, delivered by 
Rochelle Fejo, a Larrakia woman, as Darwin sits on the ancestral lands of Larrakia Nation.  As 
Larrakia are Saltwater People, Rochelle spoke about their progenitor emerging from the sea to give 
Larrakia their language and the system of governance to maintain Larrakia’s land and sea.  Rochelle 
stressed the connections among protecting the lands and protecting the people and decarbonising 
the economy. 
 
Professor Scott Bowman AO, Vice-Chancellor of the Charles Darwin University, welcomed the 
delegates to Charles Darwin University and Professor Suresh Thennadil to the CDU’s Energy and 
Resources Institute.  The University is undergoing rapid growth under the leadership of Professor 
Bowman, especially in science and technology disciplines, including ever increasing contingents of 
international students.  Professor Assaad Masri greeted the delegates on behalf of the Australian 
and New Zealand Section of the Combustion Institute. 
 
Australia and New Zealand progress assiduously to decarbonise their economies and the technical 
program of the Symposium reflected this effort, with 16 out of 41 accepted contributions in this area.  
These contributions dealt with hydrogen and ammonia-based fuels and decarbonised liquid fuels, 
within the contexts of burners and internal combustion engines.  Consistent with these new 
directions in combustion research, Towards Clean Combustion and Decarbonisation became the 
theme of the Symposium and the title of these Proceedings. 
 
Evidently, biomass combustion stirs less interest as a means to decarbonise the economy, in 
comparison to hydrogen and ammonia fuels.  In a germane field of circularity of hydrocarbon 
materials, three presentations concentrated on treating end-of-life tyres and waste electronic and 
electrical equipment.  In comparison with the past Symposia, only one contribution covered the 
combustion of coal, signifying a truly dramatic change in the combustion scene in Australia and New 
Zealand. 
 
Wildland and wildland-urban interface fires in hot, drying climates of Australia, and new threats due 
the battery, building and warehouses fires represented the second largest source of contributions 
for the Symposium, of about 25 %.  Finally, nine manuscripts addressed advance concepts in 
particle combustion, propulsion, mixing, machine learning and energy storage, some of them 
stemming from research on decarbonisation. 
 
The Bilger and Plenary Lecturers established the setting of the conference discussing abatement of 
greenhouse gases (Professor Brear), operation of internal combustion engines on clean fuels 
(Professor Bae), catalytic pyrolysis of polymers (Professor Uddin), and hydrogen safety (Associate 
Professor Salehi). The Committee of the ANZ Section of the Combustion Institute selected three 
outstanding mid-career Australian researchers to deliver Invited Thematic Reviews in building fire 
safety (Associate Professor Chan), turbulent flames of green fuels (Dr Dunn) and reciprocating 
engines operating on ammonia (Associate Professor Yang).   
 
Editors are enormously grateful to the members of the Technical Committee for insightful reviews of 
the papers submitted to the Symposium.  Their work had greatly improved the quality of the papers.  
Each member of the Committee reviewed between 3 and 6 contributions.  We also thank senior 
associates in research groups operated by the members of the Technical Committee, as we realise 
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that the reviews often represented joint efforts.  The Technical Committee comprised the following 
colleagues: 
 
Associate Professor Yasir Al-Abdeli, Edith Cowan University 
Professor Michael Brear, The University of Melbourne 
Professor Richard Brown, Queensland University of Technology 
Associate Professor Shaun Chan, UNSW Sydney 
Professor Matthew Cleary, The University of Sydney 
Dr Matthew Dunn, The University of Sydney 
Dr Alexander Filkov, The University of Melbourne 
Dr Maryam Ghodrat, UNSW Canberra 
Dr Vinny Gupta, The University of Sydney 
Professor Evatt Hawkes, UNSW Sydney 
Professor Eric Kennedy, University of Newcastle 
Professor Shawn Kook, UNSW Sydney 
Professor Alexander Klimenko, The University of Queensland 
Professor John Mackie, University of Newcastle 
Professor Paul Medwell, The University of Adelaide 
Professor Behdad Moghtaderi, University of Newcastle 
Dr Vinuthaa Murthy, Charles Darwin University 
Professor Gus Nathan, The University of Adelaide 
Professor Vasily Novozhilov, Victoria University 
Associate Professor Fatemeh Salehi, Macquarie University 
Dr Zhiwei Sun, The University of Adelaide 
Associate Professor Mohsen Talei, The University of Melbourne 
Professor Vincent Wheatley, The University of Queensland 
Associate Professor, Yi Yang, The University of Melbourne 
Professor Dongke Zhang, The University of Western Australia 
Professor Dan Zhao, University of Canterbury 
 
with the Committee Chaired and Co-Chaired by two Editors.  Each regular submission (but one!) 
received three sets of review comments.  Authors could select to include their full papers in the 
Proceeding (so-called Mode 1 contributions) or only their abstracts (called Mode 2 contributions).  
The reader will notice that Proceedings contain 23 Mode 1 papers and 18 Mode 2.   
 
We took an advantage of empty space below each abstract of Mode 2 contributions, to include 
colour images generated by Mr Angel A. Aguilar Morones, using Midjourney – a generative artificial 
intelligence program that creates images based on the textual information provided in the abstracts 
of Mode 2 papers.  The authors and the readers can judge by themselves on how well AI converts 
the vernacular used in our field to images.  AI now pervades all facets of our society and the field of 
combustion in not an exception.   
 
Australian English is forgiving.  While its traditional spoken variants derive from British and Irish 
English, it allows American spelling to enter the language of engineering and science.  We followed 
the traditional spelling conventions of Australian English in the front matter to these Proceedings but 
resolved to leave the spelling conventions of individual articles to their authors.  Thus, the reader 
will notice, for example, “modeling” and “modelling”, used in different articles.  While we provided a 
template to all authors for typesetting the papers, many authors modified the fonts and outlines of 
their written contributions.  Again, we concluded not to interfere with these individual preferences.  
Finally, we did not insist on the authors following the traditional SI conventions for writing units and 
symbols, especially for typesetting the symbols in italics and leaving single spaces between 
numbers and their units. 
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Among many people who assisted us in preparing these Proceedings, we would like to distinguish 
Mr Angel A. Aguilar-Morones and Ms Ramya Narayan Khandika, both PhD candidates at the 
Charles Darwin University.  Angel prepared the front page of the Proceedings and spotted several 
typographical errors in the text, while Ramya organised the author index. 
 
Bogdan Z. Dlugogorski and Assaad R. Masri 
25 November 2023 
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What does deep greenhouse gas abatement mean 
for combustion research?  
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Abstract 
Our need to achieve deep greenhouse gas abatement is often assumed to mean that combustion will be largely or completely 

displaced by alternatives. However, climate change is addressed by reducing greenhouse gas emissions to the atmosphere, not by 
‘stopping combustion’, and abatement can be achieved in many ways. Using the Net Zero Australia Project (NZAu) as a case study, as 
well as several other sources, this paper will first discuss what energy sources, energy vectors and end-use appliances could have 
significant roles in deeply decarbonised energy systems. I will then discuss which of these energy supply chains could plausibly use 
combustion and how. Finally, I will consider several low emission devices that could use combustion in future, with those devices 
potentially superior in utility, economics and environmental impact relative to alternatives. This survey of options will conclude that 
combustion should continue to play an important role in deeply decarbonised energy systems. However, the fuels that we burn, the 
conditions at which we burn them, and the services that we will require from combustion devices may be quite different to current 
practice. Similarly, we will face significant new challenges in fire safety. This means that the combustion community should view deep 
abatement as a major opportunity for research, innovation and teaching, rather than a threat. 

Keywords: decarbonisation, energy system, combustion research 
 

1. Introduction 
My first encounter with Prof. Bilger was in late 2001 at 
the Australian Fluid Mechanics Conference in Adelaide, 
when I was a new Lecturer at the University of 
Melbourne. Since then, I met with Prof. Bilger during 
several Australian and International Combustion 
Symposia and visited the University of Sydney several 
times. Throughout all our exchanges, Prof. Bilger 
remained deeply engaged with more fundamental and 
applied aspects of combustion and energy-related 
research, with his interests ranging well beyond the areas 
of research for which he is most well-known. I think that 
Prof. Bilger’s fascination with many questions of our 
discipline, and his appreciation of the deep relationship 
between the fundamental and the applied, are hallmarks 
of the best scholars. 
 
These principles are also arguably no more important than 
when we consider how we might decarbonise. We cannot 
prescribe how the world needs to change without first 
having a good understanding of how the world currently 
works, e.g. [1]. Whilst this is, of course, an obvious 
statement, many still ignore or dismiss it when thinking 
about energy. But, just as a surgeon needs to understand 
the function of a part of the body on which she/he is about 
to operate, all of us need to first know how our part of the 
energy system works if we wish to improve it. And if we 
do not take this task of understanding seriously, we risk 
our work having no effect or even making things worse. 
 
Energy researchers therefore need to engage with the 
applied deeply and sincerely. Why do we use coal so 
much, let alone crude oil and natural gas? Is this just 
because of these fossil fuels’ physical properties coupled 
with the technical characteristics of the devices that 
extract, transport and use them? Or might other things, 
including social, economic and even environmental 

factors, be significant determinants of how our energy 
system came into existence, is configured and functions? 
And how does the functioning of our societies depend on 
how we use energy? Would we have cities as we currently 
know them without the internal combustion engine 
driving passenger vehicles, heavy industry providing steel 
and cement, and electricity transmission enabling power 
generation remotely from its use [1]? And if this is not the 
case, how will decarbonisation change how we live? Will 
it be a ‘business as usual’ existence as we ‘get off’ fossil 
fuels, or will our lives be more disrupted? And why are 
the Japanese and Koreans so interested in hydrogen, and 
how will India’s demand for energy evolve over the 21st 
Century? 
 
None of us can understand all these matters, even though 
they are very important. As such, we also need to be 
humble in acknowledging the vast scale and complexity 
of the decarbonisation task, the many things that we don’t 
know, and therefore expect that we may be wrong! There 
is no place for the over-simplified narratives that we have 
all heard and sometimes profess! These might broadly be 
classified as ‘combustion = bad’ and ‘renewables = good’, 
or any permutation that includes electrification, nuclear or 
your technology of choice. Another is ’we know what to 
do, we just have to do it’. This is a particularly unhelpful 
view that, I think, marginalises the centrality of 
technological disruption and thus research to the 
challenges ahead. I don’t think that we really know how 
to deeply decarbonise, although we do know quite a lot. 
Renewables are making remarkable strides, and maybe 
the combustion of fossil fuels will cease by mid-century. 
But if it does, that doesn’t necessarily mean that 
combustion will cease. And maybe many combustion and 
non-combustion technologies will play a role, just as they 
do today. 
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On the eve of the 28th United Nations Climate Change 
Conference (COP28), let us therefore not view the 
decarbonisation task as a case for or against combustion. 
That is simply missing the point. The reduction of 
greenhouse gas emissions is the objective, and these are 
caused by many inter-related and complex systems. 
 
Let us therefore view the need to deeply decarbonise as a 
vast challenge and opportunity to learn how the world 
currently works and an equally vast challenge and 
opportunity to envisage how we might improve it and then 
do so. These challenges are as fascinating as they are 
evidently important. We should therefore approach them 
with vitality and safe in the knowledge that those who rise 
to these challenges – and thus commit to a life of learning 
about and ‘doing’ energy - will be needed by our 
communities, industry and governments, whilst those 
with over-simplified narratives inevitably come and go. 
 

2. The Net Zero Australia (NZAu) Project 
The Net Zero Australia (NZAu) Project [2] is a 
partnership between the University of Melbourne, the 
University of Queensland, Princeton University and 
management consultancy Nous Group. In keeping with 
my own sentiments in the Introduction, and given the 
immense complexity, large degree of uncertainty and the 
contested nature of the decarbonisation challenge, this 
Project considers what its authors call the ‘boundaries of 
the Australian debate’ by intentionally varying important 
parameters across the scenarios examined. These include 
wide ranges in the rate of electrification, renewable build 
rates, and limits on fossil fuels and carbon capture, 

utilisation and storage (CCUS), amongst many. The 
NZAu Project does not state that any of these scenarios is 
more desirable or achievable. Rather, the intent of the 
NZAu Project is to illustrate 
 
 the scale, complexity and cost of the net zero 

challenge, irrespective of which specific pathway is 
preferred or taken, 

 the implications of key choices, and 
 the potential impacts for society and the environment. 
 
Irrespective of the scenario, the NZAu Project shows that 
reaching net zero emissions is an immense challenge. It 
potentially involves 
 
 growing renewables by mid-century to 400-500 GW 

capacity for the domestic energy system and 
potentially even several thousand GW for energy 
exports around the Nation (Figures 1 and 2), 

 establishing a fleet of batteries, pumped hydro energy 
storage and gas-fired firming that is larger in capacity 
than our domestic energy system today (Figure 2), 

 greatly increasing electrification and energy 
efficiency across all sectors, ranging from the uptake 
of electric vehicles to the displacement of gas-fired 
heating with electrically driven equivalents in our 
homes and some businesses, 

 developing a large carbon capture, utilisation and 
storage industry that can sequester of order 50-100 
Mt pa of CO2e as an important part of reaching net 
zero, 

 
 

 
Figure 1: The NZAU Project’s domestic (top row) and export (bottom) primary energy production across its 6 

Core Scenarios (REF has no GHG constraint; the other 5 are different net zero scenarios all defined in [2])
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Figure 2: The NZAu Project’s [2] domestic energy system capacities for renewable generation (top row) and 

energy storage and firm generation (bottom row) across its 6 Core Scenarios

 
 greatly expanding our energy networks, not only by 

electrification but also the transmission of several 
new network delivered commodities such as 
hydrogen and carbon dioxide, and 

 attracting and deploying $7-9 trillion of capital by 
mid-century for domestic and export-related 
investments. 

 
The export of clean processed minerals, such as clean iron 
rather than iron ore or clean aluminium rather than bauxite 
or alumina, could also play a major role in this 
transformation. This is because the offshore processing of 
these minerals releases large amounts of GHG, and we 
may be able to produce clean processed minerals more 
cheaply locally. This is due to our very significant 
renewable resource potential that is often, but not 
necessarily, co-located with these ores. 
 
Also, achieving net zero will require us to invest a great 
deal in our people and our land (Figure 3). This includes 
the energy sector’s workforce potentially growing several 
times from about 100,000 today in different communities 
around the Nation. We must also dramatically reduce land 
sector GHG emissions from order 100 MtCO2e to about 
zero and, preferably, net negative emissions whilst also 
protecting and potentially enhancing the Indigenous 
Estate, natural ecosystems and agriculture. 
 
Clearly, these are all immense, extraordinarily complex 
and very uncertain challenges. 
 

2.1 Limitations of the NZAu Project 
Of course, there are many limitations to any project. I will 
now discuss my own views on some of these limitations 
to the NZAu Project that are potentially most relevant to 
the combustion community. 
 
End-use appliances in homes and businesses 
The NZAu Project has not (yet) performed an economic 
optimisation on any end use appliance. Rather, we have 
imposed demand for services (not the energy demanded) 
and the technological choices over the entire demand side, 
e.g. lighting, heating and cooling, etc. However, appliance 
use in homes and businesses is arguably the most 
‘community-facing’ part of the energy system, and the 
associated, mainly private investments are a significant 
fraction of the total costs of the transition. They are also a 
very significant portion of private citizens’ capital. For 
example, Australia currently has roughly 10M homes 
which currently have a total capital value of roughly 10 
$Tr [3]. Thus, the current value of all Australian homes is 
comparable to the total required capital investment that 
the NZAu Project found is required to decarbonise our 
domestic energy and our exports. 
 
Further, many Australian buildings are relatively old and 
energy-inefficient, particularly in Victoria. What we 
choose to demolish and replace, let alone retrofit and 
upgrade with new appliances, is therefore an immense 
planning and investment task that is comparable to that of 
the energy system itself. A great deal of research needs to 
be done in working out this task, considering many things 
such as 
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 Figure 3: An indicative map of the Australian domestic and export energy systems superimposed onto land cover 

for the E+ Scenario in 2060 from the NZAu Project [2] 
 

 the current and projected energy productivity of the 
current range of Australian residential and 
commercial building stock; 

 the relative merits of new build vs retrofit, both of 
which include any potential combination of 
insulation, electrification, distributed energy 
resources (i.e. solar PV and battery), dynamic 
thermal management, EV integration, natural gas 
appliance performance and potentially even 
hydrogen-to-the-home or bio-methane / synthetic-
methane injection into gas networks; and 

 the consumer’s ability-to-pay and willingness-to-pay 
for different options, considering the wide range of 
Australian homes and businesses and the wide range 
of individual wealth and engagement in energy-
related matters. 

 
The transport system 
The NZAu Project has imposed demand for all road 
vehicles and their motive energy sources, and imposed 
demand for air, sea, road and rail freight as a function of 

population growth. These are again major simplifications. 
Just Australia’s spend on new cars and light commercial 
vehicles (LCVs) is 50-70 $B pa. Much more research 
needs to be done on transport as well, including 
 
 assessment of the technological options for passenger 

and commercial road transport, rail, sea and aviation, 
including ideal and expected consumer choice - this 
will include assessment of full electrification, 
hybridisation, lower carbon fuels and more vehicle 
types required to meet the demanded services; 

 integration of technical, social and environmental 
factors, e.g. energy/transport coupling (particularly 
electricity networks), modal switching, 
socioeconomic distributions of ability-to-pay and 
willingness-to-pay and health costs; 

 examination of the conditions under which different 
potential regulations could be close-to-optimal whilst 
not forcing the uptake of low emission vehicles in a 
non-regressive way, e.g. avoiding subsidising the rich 
to buy EVs that they don’t drive much (and therefore 
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don’t abate much) whilst not helping the poor who 
continue to drive older and less efficient, 
conventional vehicles. 

 
As part of this work, it is very likely that at least air and 
sea transport will remain mostly or even entirely based on 
combustion engines of some form. 
 
Heavy industry 
Whilst the NZAu Project has identified some pathways 
for the decarbonisation of heavy industry through 
electrification and fuel switching, this is arguably the area 
in which we the study is least complete. This is because 
‘heavy industry’ is not an easily definable set of well-
characterised industrial processes. Rather, heavy industry 
features many different and usually complex processes 
that require detailed, individual treatment in order to 
assess their abatement potential [4]. As a result, the NZAu 
Project has only studied the steel, aluminium, cement and 
synthetic liquid fuels sub-sectors in any detail to date. And 
again, in these cases, we imposed demand for their 
products rather than allowed the model to develop an 
economically optimal response. Clearly, much more work 
is required to examine heavy industry decarbonisation. 
 
Energy Exports 
The NZAu Project only considered the export of clean 
ammonia as an alternative to the continued export of 
Australian coal and natural gas. This is despite there being 
other options for clean energy export, such as methanol 
[5] and liquid hydrogen [6,7], to name only two. Indeed, 
the choice of clean energy carriers for international energy 
trade is a complex and uncertain matter that is also subject 
to a great deal of research [8]. 
 
New and potentially disruptive technologies 
No study can consider all potential options, and thus the 
NZAu Project – like any system-level study of deep 

decarbonisation – had to limit the number of technological 
options that it considered. The NZAu Project therefore 
only included what its authors thought were the most 
commonly considered technologies and energy carriers. 
The excluded technologies range from the more 
conventional, such as the use of reciprocating internal 
combustion engines in stationary power generation, to the 
less conventional, such as fusion for stationary power 
generation. 
 
Of course, the ‘unknown unknowns’ of energy 
technologies that have not yet been thought of, let alone 
demonstrated, may also prove to be disruptive, and it is 
not prudent to exclude such possibilities over the next 30 
or so years even if they can’t be modelled. For example, a 
similar study undertaken in the mid-1990s or even the 
early 2000s could not have foreseen the dramatic impact 
of unconventional oil and natural gas on North American, 
Australian and global energy trade, let alone the current 
impact of LED lighting, the internet, wireless 
communications, smart phones and lithium-ion batteries. 
These new technologies continue to impact the energy 
system very significantly, and we had little or no 
anticipation of these impacts 20 or so years ago. 
 
3. Some combustion technologies and 
related research for decarbonising systems 
Figure 4 shows estimates of the total costs of Australia’s 
domestic energy transition for the NZAu Project’s 6 Core 
Scenarios [2]. Whilst the total levelized (i.e. annualised) 
costs of achieving net-zero emissions are not projected to 
rise significantly as a fraction of GDP, these costs are still 
2-3% of GDP higher than not pursuing net-zero 
emissions. As a result, the cost of abatement for these net-
zero scenarios ranges up to roughly 100-200 $/tCO2e. 
 
 

Figure 4: The NZAu project's [2] levelised domestic energy total costs as share of Australian GDP (left) and 
average domestic cost of abatement (2020 AUD/tCO2e, right) across its 6 Core Scenarios 
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We can now immediately identify a major challenge for 
innovators and researchers: make deep abatement more 
affordable. Whilst many can pay significantly more for 
energy, several billion people still consume as much 
energy on a per capita basis as was consumed in all of 
Europe, the United States and Australia in the mid-19th 
century [9]! These people will want – and should receive 
– more energy over the coming decades. Further, many 
who can afford to pay significantly more for energy will 
not want to do so for different reasons. Reducing the cost 
of clean energy therefore mitigates very significant social 
problems whilst improving the lives of lower-income 
communities globally. It is not an over-statement to 
consider this as ‘promoting world peace and prosperity’! 
 
3.1 Potential clean energy supply chains 
It is helpful to think about how we should go about the 
challenge of making clean energy more affordable by 
considering prospective clean energy supply chains, from 
the primary energy source to end use. For example, the 
NZAu Project models both ‘blue’ ammonia (i.e. from 
natural gas with CCS) and ‘green’ ammonia (i.e. from 
renewables) supply chains from Australia to a potential 
Asian customer, and finds that net-zero emissions by mid-
century delivers green ammonia to this customer at 
roughly 35 $AUD/GJ [2]. This is roughly 2-3 times more 
expensive than (pre-COVID and pre-Ukrainian War) 
delivered natural gas [10], and thus we might consider 
how we can make the cost of this clean energy approach 
this important fossil equivalent. 
 
This green ammonia supply chain features: 
 
1. the generation of renewable electricity from solar and 

wind in favourable areas, e.g. the large dark circular 
regions in Figure 3; 

2. the conversion of electricity to hydrogen within these 
regions via electrolysis; 

3. the transmission of hydrogen to ports; 
4. the conversion to hydrogen to ammonia at ports; 
5. the shipping of ammonia to the customer; and 
6. the reconversion of ammonia to hydrogen and then 

use, or the direct use of ammonia at the customer. 
 
The cost of renewable electricity ($/J) is dominated by its 
capital costs ($/W), and the total (capital and operating) 
costs ($/J) of each of the subsequent processes is mainly 
the cost of its respective feedstock/s. As such, innovations 
in renewable energy that reduces its capital cost and 
innovations in the efficiencies of all the subsequent 
processes drive down the total cost of the delivered energy 
significantly. Indeed, using plausible estimates of 
improved performance in each of these processes, 
including only 2 that are already being demonstrated but 
not yet deployed [11,12], at least a 30% reduction in the 
delivered cost of green ammonia may be prospective, with 
a 50% reduction conceivable: 
 
 highly efficient electrolysis, promising 90%+ 

efficiencies relative to the NZAu Project’s assumed 
50-60% efficiencies, e.g. [11]; and 

 highly efficient, hydrogen fuelled reciprocating 
engines, promising 50-60% thermal efficiency 
compared to 35-45% typically today, e.g. [12]. 

 
Such performance could make delivered green ammonia 
(or reconverted to hydrogen) comparable in cost to current 
natural gas without subsidy. 
 
Of course, whilst such levels of clean energy supply chain 
performance may not be achieved, we should also not 
dismiss the challenges of the competition. For example, 
only a small proportion of Australians – let alone the 
‘other 99.7%’ of the global population - can currently 
afford to fully electrify our homes and replace their cars 
with electric vehicles (EVs) [2]. It is also unclear as to 
whether our electricity networks will have the capacity to 
accommodate widespread EVs and fully electric 
buildings, particularly in colder climates where most of 
Australia’s fossil fuels are currently exported and used. It 
is certainly not the case that ‘we know what to do, we just 
have to do it’. Rather, we need to attack this challenge on 
many fronts simultaneously and learn by doing. 
 
3.2 Potential combustion research 
Combustion can play an important role in several of these 
steps along the green ammonia supply chain. Most 
obviously, step 6 may involve the combustion of either 
ammonia or hydrogen in a wide variety of end-use 
appliances ranging from heavy industrial processes, 
transport, power generation as well as residential and 
commercial heating. However, this is not a complete 
summary of the potential use of combustion in this supply 
chain. All the processes after the generation of the 
renewable electricity require clean energy to drive them, 
e.g. for drying green hydrogen, for gas compression in 
hydrogen transmission and ammonia production, or to 
propel a ship. This firm energy requirement is likely to use 
combustion engines of some form, often along with 
energy storage and renewables, just as power generation 
at the customer may also likely require. Thus, determining 
how we can burn several different clean energy carriers in 
many different devices is a very important challenge. 
 
These challenges are also very significant since we need 
to achieve very high performance to reduce costs, when 
we have relatively little experience with these fuels, e.g. 
[5,13-20]. This, in turn, requires us to continue to push the 
limits of combustion science in advanced forms of current 
devices or even new devices. For example, just 
considering green ammonia again, our fundamental 
understanding is lacking in key respects that limit our 
ability to design high performance and/or safe combustion 
devices that will use this fuel [19,20], including the 
 
 sub-, trans- and super-critical injection of ammonia; 
 autoignition and combustion of gaseous 

ammonia/hydrogen/oxygen mixtures or equivalent 
mixtures with air or device-representative gases; and 

 pollutant formation and aftertreatment to meet 
contemporary and future emission regulations. 
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These phenomena need to be understood at extreme 
conditions since advanced devices are tending to higher 
pressures, higher levels of dilution or more exotic 
mixtures and, in some cases, higher temperatures. 
Similarly, dispersion problems need to consider highly 
dilute mixtures at a wide range of temperatures. This 
research is required if we are to properly characterise 
ammonia injection, dispersion, ignition and combustion 
for a very wide range of devices whilst also enabling new 
design tools and improving safety standards. Of course, 
similar arguments also hold for other clean energy supply 
chains, so our thinking should be expansive. 
 
3.3 Lithium-ion battery safety 
I close this paper with a brief discussion of arguably the 
ideologue’s ‘greatest enemy’ of combustion – the lithium-
ion battery! By now, we have all read stories about and 
watched YouTube videos of lithium-ion battery fires. 
These are scientifically fascinating phenomena [21] 
caused by thermal runaway, which it itself complex and 
dependent on the battery chemistry, structure and history 
of abuse. Remarkably, thermal runaway can include 
several reactions occurring between the materials inside 
the battery that produce oxygen and combustible species. 
Thus, starving the battery of atmospheric oxygen doesn't 
necessarily extinguish a lithium-ion battery fire, and the 
products of combustion can include gases that are very 
dangerous to human health [21]. 
 
Given the massive potential uptake of lithium-ion 
batteries (e.g. Figure 2), understanding how to avoid 
thermal runaway and suppress lithium-ion battery fires, 
particularly whilst enabling higher power densities, 
appear to be rich opportunities for innovation and 
research. Indeed, lithium-ion battery safety appears to be 
in the relatively early stages of its evolution and therefore 
deserves serious research. In at least this regard, perhaps 
combustion and electrification can be friends! 
 

4. Closing remarks 
I first restate the sentiments put forward in the 
Introduction, and I hope that the subsequent arguments 
are compelling justifications of these sentiments and show 
why combustion innovation and research remain very 
important to achieving deep decarbonisation. I will now 
only add one more thing. Most of us will only make small 
contributions to the sum of knowledge of combustion 
research and practice. However, collectively, we will 
teach very many students, and those students will go out 
into the world and hopefully play a role in the immense 
decarbonisation challenge that we all face. Indeed, the 
employment task is vast and we will need a lot more 
people who ‘understand and do energy’, including 
combustion [2]. In addition to our own, lifelong learning 
in our fields of specialisation, let us therefore work hard 
to embed a love of understanding of how the world works 
whilst also teaching our students the many different 
options for how we might improve it. 
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Abstract 
Many countries are currently revising their energy technology perspectives with the objective of achieving NZE (Net Zero Emission) 

and carbon-neutrality by 2050 as recommended by IEA (International Energy Agency) in 2021. The internal combustion engine will 
continue to contribute to the carbon neutral future of transportation albeit with clean fuel or carbon-neutral fuel. Fuel options are 
analyzed among the variety of energy resources for future transport powertrain systems: battery, synthetic hydrogen-based fuel, bio-
fuel and oil. Synthetic hydrogen-based fuel, so-called e-fuel, is introduced from its value by showing its carbon-neutral performance 
via LCA (Life Cycle Assessment). E-fuel is made by combining clean hydrogen and captured carbon or bio-driven carbon, and at first 
needed to propel high-energy-density powerplants for aviation, shipping and heavy-duty or construction application. E-fuel has the 
advantages of its compatibility in its use in conventional powertrain and fuel supply system. E-fuel is also valuable as an energy carrier 
in that it could re-distribute renewable energy resources from concentrated resource locations to all over the world. Hurdles in realizing 
the feasible e-fuel production and utilization will be tackled. Efficient and economical production will lead to the establishment of 
sustainable e-fuel supply chain 

Keywords: net zero emission, internal combustion engine, e-fuel 
 

 

Energy technologies for carbon neutrality 
and internal combustion engines 

The global landscape of energy policy is currently 
undergoing a significant transformation [1]. The urgency 
to mitigate the impacts of climate change has never been 
more profound, leading to worldwide efforts towards 
achieving net-zero emissions and carbon neutrality. 
Carbon neutrality refers to a state where the quantity of 
greenhouse gases emitted into the atmosphere is 
balanced by an equivalent amount removed from it. This 
balance can be achieved through a combination of 
reducing emissions and increasing the removal of 
atmospheric CO2. The concept is gaining traction 
globally as nations grapple with ways to combat climate 
change and reduce their carbon footprint [2]. The Paris 
Agreement on climate change, which came into force in 
2016, underscored this urgency [3]. Its member 
countries pledged to limit global warming to well below 
2 degrees Celsius above pre-industrial levels while 
pursuing efforts to limit it further to 1.5 degrees Celsius. 
According to data from the International Energy Agency 
(IEA), global transportation accounts for around 20% of 
total CO2 emissions in 2022 [1]. Figure 1 illustrates how 
worldwide CO2 emissions from transportation and 
industry will decrease by about 20% by 2050. The pace 
of reduction will pick up speed in the 2030s as low-
emission fuels and other emission reduction strategies 
are implemented [1]. However, there are a number of 
areas in transportation and industry where it will be 
impossible to completely eliminate emissions, such as 
aviation and heavy industry, and both sectors will have 
a low level of residual emissions in 2050. 

Addressing these challenges related to transportation 
sector emissions is therefore crucial for achieving our 
carbon neutrality goals [4]. However, transition towards  

 
Figure 1: Global net-CO2 emissions by sector, and gross and 
net CO2 emissions in the NZE [1] 
 
sustainable modes of transport involve overcoming 
several technological and infrastructural hurdles. 
Electric vehicles (EVs) powered by renewable energy 
sources present one viable solution for reducing carbon 
emissions from passenger cars [5-7]. However, while 
EVs have seen impressive advancements over recent 
years - thanks largely due improvements in battery 
technology - they are not without limitations [8, 9]. High 
upfront costs compared with conventional internal 
combustion engine (ICE) vehicles; limited driving 
range; undistinguishable fire; long charging times; lack 
of charging infrastructure; instability in battery-material 
supply are some barriers that affect EV adoption rates 
globally [10]. Furthermore, there are areas within the 
transport sector where electrification might not be 
practical or sufficient with given current technology 
constraints - such as aviation, shipping and heavy-duty 
transportation - making it clear that alternative solutions 
need serious consideration if we want a comprehensive 
approach towards carbon-neutral transport. 

One such promising alternative lies in clean or 
carbon-neutral fuels for internal combustion engines - 
particularly synthetic hydrogen-based fuel or e-fuel [11]. 
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E-fuels offer an exciting prospect: they can be produced 
using surplus electricity from renewable sources like 
wind or solar power via power-to-x processes; this 
involves producing hydrogen through electrolysis which 
is then combined with captured CO2 from industrial 
processes or direct air capture (DAC) technologies 
resulting in synthetic hydrocarbon fuels [12]. The use of 
carbon-neutral fuels like e-fuels in internal combustion 
engines is a promising strategy to reduce greenhouse gas 
emissions from the transport sector. E-fuels offer several 
advantages: they can be used with existing internal 
combustion engines with minor modifications; they 
don't require new infrastructure unlike electric vehicles; 
their energy density makes them suitable for applications 
where battery-electric solutions fall short like aviation, 
shipping and heavy-duty transportation as depicted in 
Fig 2 [13]; additionally, their production process allows 
harnessing of surplus renewable energy effectively, 
reducing waste [14]. Based on its favorable attributes, 
the IEA has projected that hydrogen-based e-fuel will 
represent 28% of the worldwide energy consumption by 
2050, as depicted in Fig 3 [1]. 

 
Figure 2: Energy storage capacity of some systems compared 
to the energy density of storage forms [13] 
 

 
Figure 3: Global transport final consumption by fuel type and 
mode in the NZE [1] 
 

However, the development and adoption of e-fuels 
cope with challenges including high production costs, 
low energy efficiency in the power-to-x process, and the 
need for large amounts of renewable electricity and CO2 
capture capacity [15]. Furthermore, a transition to these 

fuels requires addressing several technical challenges 
related to fuel production, distribution, and utilization 
[16]. Policies that encourage the development and use of 
carbon-neutral fuels are necessary to drive this transition 
[17]. Despite these challenges, e-fuels represent an 
exciting opportunity for decarbonizing the transport 
sector. They have potential applications in various 
modes of transport including cars, trucks, ships and 
airplanes, making them a versatile solution for reducing 
greenhouse gas emissions. 

This paper aims at providing an overview of these 
alternative solutions with specific focus on e-fuel: its 
production process; its potential role in helping achieve 
carbon neutrality especially within hard-to-decarbonize 
areas within transport sector; its advantages over 
traditional fossil fuels as well as current hurdles that 
need to be overcome for its widespread adoption. 

E-fuel Production Methods: Carbon 
Capture, Electrolysis and Biomass 

Conversion 

Carbon capture technologies offer an innovative 
approach for addressing climate change by turning 
harmful emissions into valuable resources. One 
promising application of carbon capture technologies is 
the production of e-fuel, also known as renewable 
synthetic fuel. E-fuels are synthesized by combining 
hydrogen with carbon dioxide (CO2) or nitrogen (N2), 
offering the potential to replace conventional fossil fuels 
in existing internal combustion engines. E-fuel 
production processes include electrolysis and biomass 
conversion, both benefiting from the integration of 
carbon capture technologies. 

Electrolysis involves using electricity to split water 
into its constituents : hydrogen and oxygen. The process 
begins by passing an electric current through water 
which results in the separation of hydrogen and oxygen 
atoms [18]. This process is typically powered by 
renewable energy sources such as wind or solar power, 
making it a sustainable method for producing hydrogen, 
which is so-called green hydrogen or low-emission 
hydrogen. Once the green hydrogen has been produced 
through electrolysis, it is then combined with captured 
CO2 to create synthetic hydrocarbons - these are what we 
refer to e-fuels. Conceptual diagram of e-fuel for 
transportation is depicted in Fig 4. The combination of 
hydrogen and CO2 occurs under specific conditions in a 
reactor vessel where they react together under heat and 
pressure [13]. The resulting e-fuels can then be refined 
further depending on their intended application. The use 
of renewable energy sources during this process ensures 
that the resulting e-fuels are carbon-neutral. Moreover, 
this method offers several advantages including 
compatibility with existing fuel infrastructure; suitability 
for applications where battery-electric solutions fall 
short like aviation, shipping or heavy-duty trucking; 
ability to harness surplus renewable energy effectively 
reducing waste [14, 19]. 
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Figure 4: Conceptual diagram of e-fuels for transportation 
 

Biomass conversion is another method for producing 
e-fuels. Biomass includes organic materials such as plant 
matter (like crops or algae) and agricultural waste 
products which can be converted into biofuels through 
thermochemical processes like gasification or 
biochemical processes like fermentation [20, 21]. 
Gasification involves heating biomass at high 
temperatures without combustion which results in 
syngas - a mixture primarily composed of carbon 
monoxide and hydrogen. This syngas can then be 
processed further to produce liquid biofuels [20]. On the 
other hand, fermentation involves breaking down 
carbohydrates present in biomass using microorganisms 
such as yeast or bacteria to produce ethanol – an alcohol-
based biofuel [21]. During the production of these 
biofuels, the extra carbon in the biomass is often emitted 
as biogenic CO2 since the fuels produced do not 
completely utilize all of the carbon content. However, it 
is feasible to introduce additional hydrogen into the 
manufacturing process (to the syngas or biogas) to utilize 
this surplus biogenic carbon. Figure 5 shows that this 
approach can yield extra fuel without necessitating 
carbon capture and thus produces what are referred to as 
bio-e-fuels [22]. 
 

 
 
Figure 5: The pathway of producing bio-e-fuels [22] 
 

Carbon capture, electrolysis and biomass conversion 
offer promising pathways towards achieving reduction 
of greenhouse gas emissions within hard-to-decarbonize 
sectors such as transportation but require significant 
technical advancements along with strong policy support 
for wider adoption. 

Advantages of e-fuels 

E-fuels hold significant promise in the quest for 
carbon-neutral energy solutions. Striving to reduce 
greenhouse gas emissions, particularly within the 
transport sector, e-fuels offer several advantages that 
make them an attractive option. One of the most notable 
benefits of e-fuels is their compatibility with existing 
internal combustion engines. The physical and chemical 
properties of e-fuels are such that they can be used in 
conventional powertrains without necessitating 

significant modifications. This makes e-fuels a 
potentially straightforward and cost-effective solution 
for decarbonizing existing vehicles and infrastructure. 
The ability to use e-fuels in current engines can lead to 
substantial reductions in CO2 emissions without 
requiring a complete overhaul of the world's vehicle fleet 
or major investments into new technologies [23]. 
Furthermore, leveraging the existing fuel supply system 
is another crucial advantage offered by e-fuels. The 
infrastructure currently used for distributing and storing 
liquid fuels such as gasoline and diesel can be employed 
for e-fuels without major alterations [19]. This feature 
significantly reduces the costs associated with 
transitioning to a carbon-neutral transportation system 
compared to other options like electric vehicles which 
necessitate substantial investments in new infrastructure 
like charging stations [24]. E-fuels also serve as an 
efficient energy carrier due to their high energy density. 
They store considerably more energy per unit volume 
compared to batteries, making them particularly suitable 
for applications where weight and space are critical 
factors such as aviation or long-haul trucking. In these 
sectors where electrification is challenging due to 
technical constraints or economic reasons, e-fuels 
present an effective alternative solution. The ability of e-
fuel production processes to harness surplus renewable 
energy effectively reducing waste is another key 
advantage [19]. During times when renewable power 
generation exceeds demand, such as on windy days or 
during peak sunlight hours. This excess power can be 
used efficiently by converting it into e-fuel rather than 
wasting it or overloading power grids. Moreover, unlike 
electricity stored in batteries which degrades over time 
if not used promptly, e-fuel does not suffer from this 
limitation [14]. This means that they can be stored over 
long periods without significant losses allowing seasonal 
storage of renewable energies providing flexibility when 
and where renewable energy is produced and consumed. 

In conclusion, while there are challenges related to 
scaling up production processes for large-scale 
deployment and making them cost-competitive with 
fossil fuels; however considering various advantages 
they offer including compatibility with existing 
infrastructures & engines; suitability for sectors hard-to-
electrify; high-energy density; capacity to store surplus 
renewable energies effectively reducing waste - it's 
evident that e-fuel holds considerable potential towards 
achieving our goals related climate change mitigation 
within hard-to-decarbonize sectors. 

Hurdles in Realizing Feasible E-fuel 
Production and Utilization 

While e-fuels offer numerous advantages, there are 
several hurdles that need to be addressed to realize their 
full potential in terms of production and utilization. 
Overcoming these challenges is crucial for the 
widespread adoption of e-fuels as a viable carbon-
neutral energy solution. One significant hurdle lies in the 
economic feasibility of large-scale e-fuel production. 
Currently, the cost of producing e-fuels is relatively high 
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compared to conventional fossil fuels [23]. The high cost 
can be attributed to various factors such as the energy-
intensive processes involved in their production, the 
need for substantial renewable electricity capacity, and 
the availability and cost-effective capture of CO2 [25]. 
To make e-fuels economically competitive, 
advancements in technology and economies of scale are 
required. 

Another hurdle is related to feedstock availability. 
Biomass-based e-fuel production relies on organic 
materials such as plant matter or agricultural waste [20]. 
However, ensuring a sustainable supply chain for 
biomass feedstock without causing negative 
environmental impacts like deforestation or competition 
with food crops presents a challenge [26]. Developing 
efficient and sustainable biomass sourcing strategies will 
be crucial for long-term viability. 

Additionally, policy support plays a vital role in 
overcoming hurdles associated with market adoption. 
Implementing supportive policies such as carbon pricing 
mechanisms or incentives can help bridge the gap 
between the higher costs of producing e-fuels compared 
to conventional fuels [27]. Policy frameworks that 
promote research and development investments while 
encouraging private sector engagement can accelerate 
technological advancements necessary for cost 
reduction. 

Lastly, public acceptance and awareness are essential 
factors influencing the successful implementation of e-
fuel technologies. Educating consumers about the 
benefits of using carbon-neutral transportation fuels is 
crucial for driving demand. Public perception 
surrounding issues like sustainability concerns or 
misconceptions about biofuel feedstocks needs 
addressing through effective communication strategies. 

While there are hurdles associated with realizing 
feasible large-scale production and utilization of e-fuels 
– including economic viability; feedstock availability; 
policy support; public acceptance - addressing these 
challenges through technological advancements, 
supportive policies frameworks along effective 
communication strategies will pave the way towards 
wider adoption. 

E-fuels application in engines 

E-fuels offer several unique advantages that position 
them as an attractive alternative to fossil fuels. Notably, 
they are compatible with existing internal combustion 
engines, which means that they can be used without 
significant modifications to current vehicle technologies 
or fueling infrastructure [24]. Moreover, e-fuels have 
high energy density compared to batteries making them 
suitable for applications where weight and space are 
critical factors such as aviation or long-haul trucking 
[15]. The performance of e-fuels in internal combustion 
engines has been a major focus of research. Studies have 
shown that e-fuels can deliver comparable or even 
superior performance to conventional fossil fuels [23]. 
Their high octane-number allows higher compression 
ratios and increased engine efficiency [12]. Moreover, 

due to their clean burning properties, they can reduce 
engine wear and extend engine life [24]. Efficiency is 
another critical aspect when considering e-fuels for 
engine applications. Due to their high energy density 
compared to other alternative fuels like hydrogen or 
electricity stored in batteries, they offer better range and 
payload capacity for vehicles [15]. 

E-fuels can be used in aviation to reduce emissions, 
especially in long flights where electrification is 
challenging. The present aviation business model favors 
larger planes with heavier payloads. The majority of 
aviation emissions are ascribed to long-distance flying, 
with approximately 27% assigned to medium haul 
(1500-4000 km) passenger flights, 27% attributed to 
long haul (>4000 km) passenger flights, and 19% 
allocated to freight flights [28]. Hydrogen-powered 
planes face comparable issues, requiring nearly four 
times the amount of fuel volume to power a plane than 
kerosene when stored optimally [29]. 

Porsche is in the forefront of global research on the 
implementation of e-fuels, specifically focusing on the 
development of renewable e-fuels using Methanol-to-
Gasoline (MtG) technologies. Extensive study has been 
dedicated to incorporating these e-fuels into engine 
applications [30-32]. These studies indicate that e-fuels 
can achieve a significant decrease in particulate matter 
(PM) by up to 90%, hydrocarbons (HC) by 30%, and 
nitrogen oxides (NOx) by 20% compared to current 
European market fuels. Figure 6 illustrates the total 
concentration of particulate matter when utilizing 
Porsche's newly developed electronic fuel (POSYN) 
[33]. Evidently, POSYN demonstrates a substantial 
decrease in PM levels in comparison to RON98, a fuel 
extensively utilized in the European market. The 
findings underscore the possibility of achieving 
significant reductions in emissions through the use of 
synthetic fuels. 

 
Figure 6: Total particulate concentration of the investigated 
fuels RON98, EU6, ASF and POSYN [33] 

 
Multiple investigations were actively performed to 

harness the potential of e-fuels. We conducted a 
comparative analysis to examine the spray 
characteristics of e-methanol and diesel. The 
investigation showed that e-methanol has high 
evaporation characteristics, leading to increased 
penetration, as shown in Fig 7. Furthermore, we 
conducted experiments on dual fuel combustion, 
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utilizing diesel with e-methanol and e-ethanol, to 
investigate flame properties such as flame propagation 
speed and flame surface area. Figure 8 illustrates the 
visualization of combustion behavior during 
combustion. 

 

 
Figure 7: Penetration of e-methanol and diesel over time after 
start of injection  
 

 
Figure 8: Visualization of combustion behavior in dual fuel 
combustion  
 

In addition, a parametric analysis has been 
undertaken to optimize hydrogen internal combustion 
engines [34, 35]. Figure 9 illustrates the diagram of these 
engines. This study aimed to expand the lean limit of 
hydrogen, which is a crucial step in improving stratified 
hydrogen combustion. This method has resulted in 
significant enhancements in both efficiency and 
emission characteristics. 

Figure 9: Experimental setup of a single cylinder hydrogen 
engine [34] 

 
The application of e-fuels in engines presents a 

viable pathway towards reducing carbon emissions from 
transportation while maintaining high-performance 
standards. A few researches have been  conducted in 
optimizing e-fuels engines, showcasing the adaptability 
and promise of these alternative fuels. The future of 
engine applications appears bright with the integration 
of e-fuels, and our ongoing work continues to support 
their adoption and further exploration in pursuit of a 
cleaner and more sustainable transportation future. 

Summary 

The urgency of mitigating climate change impacts 
has necessitated a global shift towards carbon-neutral 
energy solutions, with transportation being a sector of 
significant focus. Electric vehicles, while promising, 
have limitations that impede their applicability in certain 
areas such as aviation and heavy-duty trucking. E-fuels, 
synthetic hydrogen-based fuels produced using surplus 
renewable electricity, emerge as a viable alternative. 

E-fuels are compatible with existing internal 
combustion engines and infrastructure, possess high 
energy density suitable for weight and space-sensitive 
applications, and provide an avenue to harness surplus 
renewable energy effectively reducing waste. However, 
challenges such as high production costs, technical 
hurdles related to fuel production and utilization, 
feedstock availability for biomass-based e-fuel 
production methods, policy support needs for market 
adoption facilitation and public acceptance exist. 

This paper provided an overview of e-fuel's potential 
role in achieving carbon neutrality within the transport 
sector hard-to-decarbonize areas; its advantages over 
traditional fossil fuels; current hurdles that need 
overcoming for its widespread adoption; along with 
insights into research, focusing on optimizing e-fuel use 
in engines. 

As we progress towards sustainable transport 
solutions under the shadow of climate change 
imperatives, continued research into optimizing these 
promising fuels within existing technologies is very 
important alongside supportive policy frameworks 
facilitating their wider adoption. 
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Abstract 
Pyrolysis of waste plastics into fuel represents a sustainable way for the recovery of the organic content of the polymeric waste and 

also preserves valuable petroleum resources in addition to protecting the environment. We studied the catalytic pyrolysis of 
polypropylene (PP)/polyethylene (PE)/polystyrene (PS)/poly(vinyl chloride) (PVC)/high impact polystyrene with brominated flame 
retardant (HIPS-Br) plastics mixed with poly(ethylene terephthalate) (PET) was performed at 430 ºC under atmospheric pressure using 
a semi-batch operation. The presence of PET in the pyrolysis mixture of PP/PE/PS/PVC/HIPS-Br affected significantly the formation 
of decomposition products and the decomposition behavior of the plastic mixture: (i) the yield of liquid product decreased and the 
formation of gaseous products increased; (ii) a waxy residue was formed in addition to the solid carbon residue; (iii) the formation of 
SbBr3 was not detected in liquid products; (iv) the yield of chlorinated branched alkanes increased as well as vinyl bromide and ethyl 
bromide were formed. The use of carbon composite (Ca-C) completely removed the chlorine and bromine content from the liquid 
products the Ca-C increased the yield of liquid products about 3–6 wt.%, as well as enhanced the gaseous product evolution and 
decreased the yield of residue. The halogen free liquid hydrocarbons can be used as a feedstock in a refinery or as a fuel. 

We also studied effect of iron oxide carbon composite catalyst (Fe-C) for catalytic debromination process during pyrolysis of heating 
impact polystyrene (HIPS-Br) with various brominated flame retardants at 430ºC into fuel oil. Particularly, the effect of antimony oxide 
(Sb2O3: synergist) in HIPS-Br containing decabromo diphenyl oxide (DDO) and decabromo diphenyl ethane (DDE) as flame retardant 
was investigated. The thermal degradation of HIPS-Br produced various brominated hydrocarbons and also hydrobromic acid (HBr) in 
addition to various hydrocarbons. The presence of Sb2O3 (5 wt.%) decreased both the hydrogen bromide and brominated hydrocarbons 
by forming SbBr3 and produced high quantity of lower hydrocarbons (C7–C11). 

Keywords: waste plastics, catalytic pyrolysis, fuel oil 
 

 

1. Introduction 

The feedstock recycling (conversion waste polymer 
into valuable products) was found to be a promising 
technique for the halogenated mixed plastics, among the 
various recycling methods for the waste plastics. The 
waste from electric and electronic equipment mostly 
consists of high impact polystyrene (HIPS), acrylonitrile 
– butadiene–styrene additives, e.g., flame retardants. The 
inherent flammability of plastic materials constitutes a 
fire hazard to users and in many cases, it is necessary to 
improve their resistance to ignition in order to comply 
with fire safety regulations or even to surpass them in the 
event they are inadequate. This is usually achieved by 
adding suitable flame retardants to the plastic matrix. 
Antimony oxide produces vapor-phase radical scavengers 
while used as a flame retardant. Antimony halides appear 
to form an important link in the radical scavenging cycle 
during flame retardancy. Antimony trioxide(Sb2O3) and 
pentoxide(Sb2O5) are used along with halogen flame 
retardant additives or halogenated polymers due to their 
synergistic interaction arising from the formation of 
antimony trihalide 

A study has demonstrated the compatibility of 
brominated flame retardant plastics with feedstock 
recycling and energy recovery processes [1]. Uddin et al. 
[2] reported the thermal and catalytic decomposition of 
high impact polystyrene containing brominated flame 
retardant (HIPS-Br), which involved simultaneous 
debromination to produce halogen free liquid products, 
i.e., a potential fuel oil. 

There is abundant literature on the fundamental 
investigation on the pyrolysis and chemical recycling of 
waste plastics [3–7]. The recent report [8] shows that the 
wide variety of polymers such as acrylonitrile–butadiene–
styrene, polyethylene (PE), poly(ethylene terephthalate) 
(PET), poly(vinyl chloride) (PVC), polypropylene (PP), 
polystyrene (PS) including high impact polystyrene 
(HIPS), etc. have been found in the waste plastics from 
residential electronics recycling. The process concept and 
profitability study of halogen containing plastics has been 
reported by Kaufer and von Quast [9]. We have reported 
on the pyrolysis of HIPS-Br mixed with PP/PE/PS/PVC 
and the debromination by carbon composite of calcium 
carbonate (Ca-C) [10]. The effects of the presence of 
organic flame retardants such as decabromodiphenyl ether 
(DDO) or decabromo-diphenyl ethane (DDE) along with 
Sb2O3 on the pyrolysis of HIPS-Br are not well known 

The present report discusses the pyrolysis studies of 
PET mixed with PP/PE/PS/ PVC/HIPS-Br plastics and 
the dehalogenation of liquid products with calcium 
carbonate carbon composite (Ca-C). 
The effect of Sb2O3 on the thermal degradation of HIPS-
Br containing DDO with Sb2O3, DDO without Sb2O3, 
DDE with Sb2O3, DDE without Sb2O3 and also the effect 
of iron oxide carbon composite (Fe-C) catalyst for the 
debromination process are reported. 
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2. Results and Discussion 

2.1 Catalytic Pyrosis of PP/PE/PS/PVC/HIPS-Br 
plastics mixed with PET on Calcium Carbonate 
Carbon Composite (Ca-C) 

 
The pyrolysis of 3P/PVC/HIPS-Br plastics mixed with 

PET was carried out at 430 ºC under atmospheric pressure 
ia a semi-batch operation; the decomposition products and 
the yields are given in Table 1. The results of 
3P/PVC/HIPS-Br decomposition in the absence of PET 
are also presented for comparison. The decomposition 
products were classified as oil, gas, and decomposition 
residue. As Table 1 shows, the thermal decomposition of 
3P/PVC/HIPS-Br produced higher liquid yield than the 
thermal and catalytic decomposition of 3P/PVC/HIPS-
Br/PET. The presence of PET in the plastic mixture has 
decreased the formation of gaseous products (17–13 
wt.%) and increased the carbon residue (12–25 wt.%). It 
also produced a wax residue (2 wt.%), which was not 
observed during the thermal and catalytic decomposition 
of 3P/PVC/HIPS-Br [11]. 
 
Table 1 

 
The Ca-C catalyst has been applied for the 

dehalogenation of liquid products during the pyrolysis of 
3P/PVC/HIPS-Br mixed with PET. It was observed that 
the catalytic decomposition produced higher liquid yields 
than the thermal decomposition and it also increased the 
yield of gaseous products (Table 1). Fig. 1.1 shows the 
dehalogenation efficiency of Ca-C catalyst. The thermal 
and catalytic decomposition of 3P/PVC/HIPS-Br clearly 
shows that the use of Ca-C (4 g) completely removed the 
halogen content and produced halogen free liquid 
products [11]. 

 
 

Fig.1.1 Effect of Ca-C on the dehalogenation of 3P/PVC/HIPS-Br (A) 
and 3P/PVC/HIPS-Br with the addition of PET (B) [3P = PE(3 g) +PP(3 
g) + PS(2 g)]. 

However, the addition of PET to 3P/PVC/HIPS-Br 
reduced the dehalogenation efficiency of the catalyst and 
the same amount of Ca-C could not remove completely 
the halogen content (Cl, Br) from the liquid products (Fig. 
2B). The use of 4 g Ca-C decreased the bromine content 
from 4900 to 650 ppm and the chlorine content from 2850 
to 100 ppm. To remove the total halogen content from the 
liquid products, 8 g Ca-C was used during the 
decomposition; still the liquid products contained 300 
ppm of bromine and 20 ppm of chlorine. It is evident from 
Fig. 2B that Ca-C could not completely remove the 
halogen content of 3P/PVC/HIPS-Br in the presence of 
PET. 

Fig. 1.2 shows the chlorine and bromine compounds 
formed during the pyrolysis of 3P/PVC/HIPS-Br plastics 
with and without the addition of PET. It is evident from 
Fig. 1.2 that there are distinct halogenated organic 
compounds produced in the presence PET. 

Fig. 1.2. GC–AED selective analysis of bromine and chlorine 
compounds of the pyrolysis liquid of 3P/PVC/HIPS-Br with and without 
the addition of PET 
[3P = PE(3 g) + PP(3 g) + PS(2 g)] IS1 and IS2: internal standards 1,2,4-
trichlorobenzene and 1-bromohexane. Cl-DPB: 2-chloro-2,4-
diphenylbutane; 

Cl-DPP: 2-chloro-2,4-diphenylpentane; Br-DPB: 2-bromo-2,4-
diphenylbutane; Br-DPP: 2-bromo-2,4-diphenylpentane. 

 

The main chlorine-containing products are 
monochlorinated branched alkanes (2-chloro-2-
methylpropane, 2-chloro-2- methylpentane, and 2-chloro-
2,4-dimethylheptane). These compounds are derived from 
PP decomposition products by the addition of HCl 
released during PVC pyrolysis. It is noted that the tertiary 
carbon atoms of PP products are more prone to Cl addition 
than the secondary C-atoms of n-alkenes and n-
alkadienes, which are the main unsaturated products of PE 
pyrolysis. Thus, chlorinated n-alkanes are not formed in 
discernible amount. HCl also reacts with styrene 
monomer and dimer resulting in significant amount of 1-
chloro-ethylbenzene and a smaller amount of chlorinated 
diphenyl butane and pentane. 

Fig. 1.3 shows the carbon number distribution of the 
liquid hydrocarbon products (C-NP gram) obtained 
during the thermal decomposition and the thermal 
decomposition followed by catalytic dehalogenation of 
3P/PVC/HIPS-Br plastics mixed with PET. These values 
were obtained by plotting the weight % of hydrocarbon 
compounds [g(Cn) × 100/g(oil) wt.% from GC–FID] in 
the product oil against the carbon number of normal 
paraffins. As Fig. 1.3 illustrates, the hydrocarbon 
distribution has a big peak at C9 which includes the major 
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polystyrene decomposition products (styrene and ethyl 
benzene) as well as 2,4-dimethyl-1-heptene representing 
the main polypropylene product (trimer). 
Fig. 1.3. C-NP gram of liquid products obtained during 
the pyrolysis of 3P/PVC/HIPS-Br mixed with PET at 430 
◦C [3P = PE(3 g) + PP(3 g) + PS(2 g)]. 

The Ca-C catalyst does not have marked effect on the 
hydrocarbon distribution. The small decrease in the 
formation of liquid products with n-C7to n-C10 was 
observed with the use of Ca-C, while the average carbon 
number and the density of the liquid did not change 
significantly (Table 1). 

 

Fig. 1.3. C-NP gram of liquid products obtained during the pyrolysis of 
3P/PVC/HIPS-Br mixed with PET at 430 ◦C [3P = PE(3 g) +PP(3 g) + 
PS(2 g)]. 

 
In comparison with the experiment on 3P/PVC/ HIPS-

Br, it can be established that the addition of PET to 
3P/PVC/HIPS-Br altered the properties of liquid 
products, i.e., the average carbon number (Cnp) and the 
density of liquid products have decreased (Table 1). 
Analogous to a C-NP gram approach, Br-NP gram (Fig. 
4) and Cl-NP gram (Fig. 1.4) showed the volatility 
distribution of bromine and chlorine compounds in the 
liquid products. 

 
Fig. 1.4. Br-NP gram of liquid products obtained during the pyrolysis of 
3P/PVC/HIPS-Br mixed with PET at 430 ◦C [3P = PE(3 g) +PP(3 g) + 
PS(2 g)]. 

 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

Fig. 1.5. Cl-NP gram of liquid products obtained during the pyrolysis of 
3P/PVC/HIPS-Br mixed with PET at 430 ◦C [3P = PE(3 g)+PP(3 
g)+PS(2 g)]. 

 
 

2.1 Effect of Sb2O3 on DDO and DDE(Flame 
Retardants) Containing Brominated Heating 
Impact polystyrene (HIPS-Br) and 
Debromination of the Pyrolysis Liquid Products 
by Iron Oxide Carbon Composite Catalyst (Fe-C) 

Pyrolysis of heating impact polystyrene (HIPS) 
containing various brominated flame retardant plastics 
were performed in thermal and also in the presence of Fe-
C catalyst with vapor phase contact. The pyrolysis of 
plastic was performed in a glass reactor (length: 35 cm; 
i.d.: 3 cm) under atmospheric pressure by batch operation 
under identical experimental conditions and temperature 
program shown in Fig. 2.1. 

 
 

Fig. 2.1. Schematic experimental setup for heating impact polystyrene 
(HIPS) containing DDO and DDE flame retardants at 430 ºC 

 
The heating impact polystyrene (HIPS) containing 

DDO and DDE flame retardants was used for the 
degradation process. The structure of the flame retardants 
(DDO and DDE) is shown in Fig. 2.2. The details of the 
samples and their symbols used in the present study are 
given in Table 1. 

The thermogravimetric analysis (TGA) of DDO-
Sb(5), DDO-Sb(0), DDE-Sb(5) and DDE-Sb(0) was 
performed and the thermograms are presented in Fig. 2.3. 
As can be seen from Fig. 2.3 that the degradation 
temperature of plastic sample depends on the type of 
flame retardant present and synergist in it. The residue 
amount is less than 5 wt.% for all four plastic samples 
examined. 
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Fig. 2.2. The structure of flame retardants added to the heating impact 
polystyrene. 

 
Table 2.1 

 

 
Fig. 2.3. Thermogravimetric analysis of DDO-Sb(5), DDO-Sb(0), DDE-
Sb(5), and DDE-Sb(0). 

 
The yield of degradation products and the properties 

of liquid products were tabulated in Table 2. Table 2 
shows the yield of liquid products during thermal 
degradation of above four samples were in the range of 68 
wt.% (DDE-Sb(5)) to 72 wt.% (DDO-Sb(0)). The yield of 
gaseous products was comparatively less with DDO-
Sb(5), DDE-Sb(5) pyrolysis than DDO-Sb(0), DDE-
Sb(0) pyrolysis. However, there is no appreciable change 
in the residue during the pyrolysis of above four samples. 

It is interesting to note that the presence of Sb in the 
plastic sample decreased the average carbon number 
(Cnp) and increased the density due to the presence of 
SbBr3 compound in the liquid products (Table 2.2). The 
total bromine content about 11.5 wt.% was found in liquid 
products during the degradation of DDO-Sb(5) and 3.80, 
11.3 and 1.63 wt.% during DDO-Sb(0), DDE-Sb(5) and 
DDE-Sb(0), respectively. It is clear from Table 2 that the 
presence of Sb in plastic sample produced more bromine 
content in liquid products. 
Table 2.2 

 
 
Fig. 2.4. GC-AED chromatograms of selective bromine compounds 
during the pyrolysis of DDO-Sb(5), DDO-Sb(0), DDE-Sb(5), andDDE-
Sb(0). 
 

Figure 2.4 shows the identification of various 
brominated hydrocarbons in liquid products. The 
presence of SbBr3 in the liquid products during the 
pyrolysis of Sb containing samples such as DDO-Sb(5) 
and DDE-Sb(5) is due to the reaction of hydrogen 
bromide with the antimony oxide. The formation of 
SbBr3 in our present study is in well agreement with the 
earlier studies on thermal degradation of polyester flame-
retarded with antimony oxide/brominated polycarbonate 
[10]. 
 

The hydrocarbons are distributed only in the two 
regions such as C7–C11 and C16–C20 and very few 
hydrocarbons were observed during C25 carbon number 
as shown in Fig. 2.5. The polystyrene is the main polymer 
in DDO-Sb(5), DDO-Sb(0) DDE-Sb(5), and DDE-Sb(0) 
and it produced the styrene monomer in large proportion. 
As can be seen from Fig. 5 that the presence of Sb in 
plastic samples such as DDO-Sb(5) and DDE-Sb(5) 
facilitated the formation of higher liquid products in C7–
C11 range with higher proportion, the plastics samples 
without Sb such as DDO-Sb(0), DDE-Sb(0) produced 
higher liquid products in C16–C20 range. 
Fig.2. 5. C-NP gram of liquid products obtained during the pyrolysis of 
DDO-Sb(5), DDO-Sb(0), DDE-Sb(5), and DDE-Sb(0). 

 
The weight percent of brominated hydrocarbons are 
presented in a Br-NP gram in Fig. 2.6. The majority of 
hydrocarbons containing the bromine were distributed in 
the range of C11–C13. The major bromine compound 

observed in the liquid products was the 1-bromo-1-benzyl 
ethane and very small quantities of 1-bromo-2-benzyl 
ethane and 1,2-dibromo-1-benzyl ethane were identified. 
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The distribution of bromine in other degradation products 
such as residue, inorganic gas such as HBr (water trap A 
in Fig. 2.1), organic gas (water trap B in Fig. 2.1), was 
determined and the results were presented in Fig. 2.7. 

 
Fig. 2.6. Br-NP gram of liquid products obtained during the pyrolysis of 
DDO-Sb(5), DDO-Sb(0), DDE-Sb(5), and DDE-Sb(0 

 

 
Fig. 2.7. The distribution of Br content in various degradation products 
obtained during the thermal degradation of DDO-Sb(5), DDO-Sb(0), 
DDE-Sb(5), and DDE-Sb(0). 

 
The liquid products produced during the pyrolysis of 

DDO-Sb(5) contained about 76 wt.% of total bromine and 
DDO-Sb(0), DDE-Sb(5) and DDE-Sb(0) liquid products 
contained 24, 72, 10 wt.% of total bromine, respectively. 
The DDO-Sb(5), and DDE-Sb(5) produced the more 
halogen content in liquid products in the form of SbBr3 
(Table 2.2 and Fig. 2.4) and DDO-Sb(0), and DDE-Sb(0) 
produced the more hydrogen bromide (HBr) in the ion-
exchanged water trap about 55 and 60 wt.%, respectively. 
The gaseous products, which are not condensed as liquid 
products, were passed through the high temperature 
furnace (900 ◦C) with the aspirator. During this, the 
gaseous halogenated organic compounds (if any) were 
converted into halogenated inorganic compounds, which 
were then passed through the ion-exchanged water trap to 
capture as HBr (Fig. 2. 1) and this was considered as 
organic gas. Very small amount (ca. 0.2 wt.%) of bromine 
compound in organic gas was observed in all the four 
samples examined during the present study. In addition, 
the bromine content in the residue of DDO-Sb(5), DDE-
Sb(5) was 5.5 and 5 wt.%, respectively and DDO-Sb(0), 
and DDE-Sb(0) residues contain 2.2 and 3.5 wt.%, 
respectively (Fig. 2.7). 

It clearly shows the presence of more halogen content 
in the residue of Sb containing samples. The presence of 
organic and inorganic bromine in the liquid products 

cannot permit to use for further applications such as fuel 
oil or feedstock in refinery. The debromination of liquid 
products is an essential step to produce the halogen free 
liquid products to use as a fuel. 

The pyrolysis of DDO-Sb(5), DDO-Sb(0), DDESb( 5) 
and DDE-Sb(0) was performed using iron oxide carbon 
composite catalyst (Fe-C) for the debromination process 
to produce the halogen free liquid products. The 
debromination effect by Fe-C catalyst for DDO-Sb(0), 
and DDE-Sb(0) was performed and the distribution of 
bromine in various pyrolysis products are presented in 
Fig. 2.8 and compared with the thermal degradation. Fig. 
2.8 shows the decrease of bromine content in liquid 
products from 24 to 8 wt.% during the pyrolysis of DDO-
Sb(0) with Fe-C (2 g) catalyst. In a similar way the 
bromine content decreased in liquid products from 10 to 
6 wt.% during DDE-Sb(0) pyrolysis. 

 
Fig. 8. The distribution of Br content in degradation products of DDO-
Sb(0), and DDE-Sb(0) with Fe-C catalyst. 
 

The use of Fe-C (2 g) catalyst also decreased the HBr 
formation from 55 to 28 wt.% during DDO-Sb(0) 
pyrolysis and from 60 to 30 wt.% during DDE-Sb(0) 
pyrolysis. The debromination effect by Fe-C catalyst for 
DDO-Sb(5), and DDE-Sb(5) was performed and the 
distribution of bromine content in various degradation 
products were presented in Fig. 2.9 and compared with the 
thermal degradation. Fig.2.9 shows the decrease of 
bromine content in liquid products from 72 to 2 wt.% 
during DDE-Sb(5) pyrolysis. 

The C-NP gram of liquid products obtained during the 
DDO-Sb(5) degradation with 2 and 8 g of Fe-C catalyst 
were presented in Fig. 10.2. It is clear from Fig. 10that the 
use of Fe-C catalyst during the degradation process 
facilitated the formation of high quantity of lower 
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hydrocarbons (C7–C11) by cracking the higher 
hydrocarbons (C16–C20). 
 

 
Fig.2. 9. The distribution of Br content in degradation products of DDO-
Sb(5), and DDE-Sb(5) with Fe-C catalyst. 

 

 
Fig. 10. C-NP gram of liquid products obtained during the thermal 
degradation of DDO-Sb(5) and also in the presence of Fe-C catalyst. 

 

3. Conclusions 

In the catalytic pyrolysis of 3P(PE, PP,PS)/PVC/ 
HIPS-Br and PET with Calcium carbonate carbon 
composite catalyst The yield of chlorinated branched 
alkanes increased significantly, which were formed 
apparently from the pyrolysis products of PP via HCl 
addition.  The formation of brominated alkenyl benzenes 
was enhanced, which are obviously brominated mixed 
products of PS and PP decomposition. Furthermore, vinyl 
bromide and ethyl bromide were evolved, which appear 
to be formed from the ethylene segments of PET via 
bromination reactions. The formation of SbBr3 was 
hindered and the yield of liquid products was decreased 
from 3P/PVC/HIPS-Br in the presence of PET. The use of 

Ca-C removed more than 94% of the bromine and more 
than 99% of the chlorine content of the liquid during the 
pyrolysis of 3P/PVC/HIPS-Br mixed with PET. 

In the pyrolysis of heating impact polystyrene (HIPS-
Br) with various brominated flame retardants and Sb2O3  
at 430 ◦C into fuel oil: various brominated hydrocarbons 
were produced in liquid products in addition to hydrogen 
bromide. The presence of antimony decreased the 
formation of various brominated hydrocarbons with the 
formation SbBr3 in liquid products. The use of Fe-C 
catalyst drastically decreased the bromine content in 
liquid products. The presence of Sb in the plastic samples 
facilitated the formation high quantity of lower 
hydrocarbons than the plastic samples without Sb. 
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Abstract 
This paper aims to provide an overview of hydrogen safety aspects and risk assessment methods including computational fluid 

dynamics methods and quantitative risk assessment techniques. Hydrogen and hydrogen vectors have great potential to assist with the 
decarbonisation of different sectors, particularly those sectors which are difficult for direct electrification. It is an effective solution to 
store and export renewable energies. It can be also used to generate heat and electricity with zero greenhouse gas emissions. The 
widespread adoption of hydrogen technologies faces safety and reliability challenges such as hydrogen dispersion, fire, and explosion. 
To meet the requirements for scaling clean hydrogen a holistic approach is required (i) to enhance the physical understanding of 
hydrogen dispersion, fire, and explosion, (ii) to develop predictive fast computational fluid dynamics models, and (iii) to create 
engineering tools for risk assessment. The integration of the generated knowledge and developed tools accelerates the development of 
codes and standards, improving safety measures for future hydrogen infrastructure. It also helps with developing more reliable and cost-
effective tools for smart asset integrity management of hydrogen facilities, reducing the operation and maintenance costs.  

Keywords: hydrogen safety, hydrogen fire and explosion, hydrogen storage and delivery, computational fluid dynamics 
(CFD) 

 

 

1. Introduction 

The global energy landscape is still heavily reliant on 
fossil fuels which account for 83% of the world’s energy 
demand. The production and use of fossil fuels are 
associated with particulate and greenhouse gas emissions, 
which contribute to global warming and cause serious 
health issues. With the growing population and increasing 
energy demand, reliance on fossil fuels has become a 
significant challenge from not only an environmental 
perspective but also energy and fuel security point of 
view. Hence, there has been an increasing demand for 
scaling renewable energies such as clean hydrogen which 
has emerged as a promising solution for facilitating the 
expansion of renewable energy sources [1].  

Expanding the production and utilisation of clean 
hydrogen in different sectors necessitates thorough 
strategic planning to tackle various issues that directly 
impact the cost of hydrogen. Among these crucial issues, 
safety concerns stand out as a key barrier, hindering the 
widespread adoption of hydrogen in industries [2]. To 
enhance the safety and reliability of hydrogen systems and 
infrastructure, it is required to understand what may go 
wrong, how often it may happen, and what the 
consequences are if something goes wrong. A thorough 
analysis of these steps provides a reliable risk assessment, 
helping to minimise the likelihood of an accident and/or 
to reduce the impact of an accident (see Fig. 1). Currently, 
there is a lack of undegrading about the primary causes 
and factors that contribute to hydrogen incidents and 
accidents. This is due to the lack of data and uncertainties 
about the suitability of the existing dynamic risk models 
for hydrogen systems. Another key challenge is the lack 
of reliable tools for consequence modelling which are 
critical to develop strategies that minimise the impact of 
an accident within hydrogen facilities. The former 
necessitates improvement in data collection and 

probabilistic dynamic risk models while the latter 
demands enhancing the fundamental understanding of 
hydrogen dispersion, fire, and explosion. While various 
aspects of these critical phenomena have been studied by 
the combustion research community, there is still a lack 
of tools to transfer the developed knowledge for the safety 
and reliability analysis of hydrogen facilities. Hence, this 
paper aims to provide an overview of hydrogen risk 
components and the developed models to address the 
safety concerns in the production, transportation, and 
application of hydrogen, enabling scaling clean hydrogen.  

 

 
Fig. 1. Schematic view of risk assessment. 
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2. An overview of hydrogen economy 

The concept of hydrogen economy explores the 
pathways that hydrogen is the primary energy carrier. It 
includes four main interrelated phases: production, 
storage, utilisation, and safety [3]. This section provides a 
brief overview of production, storage, and utilisation 
phases while hydrogen safety is discussed in more detail 
in Sections 3 and 4.  

Clean hydrogen can be produced either via 
thermochemical or electrochemical processes. The 
thermochemical methods employ carbon-based fuels such 
as fossil fuel feedstock which is a traditional way to 
produce hydrogen (e.g. steam methane reforming and coal 
pyrolysis). Once the process is combined with carbon 
capture and storage techniques, it yields clean hydrogen 
production (known as blue hydrogen). In contrast, the 
electrochemical process entails the separation of water 
into hydrogen and oxygen by utilising an electrical current 
which is produced using renewable energies such as solar 
and wind resources (it is known as green hydrogen). In 
some countries, the production of hydrogen using nuclear 
power is also considered clean since it does not produce 
CO2 emissions. There is also interest in other clean 
hydrogen methods including methane pyrolysis to 
produce hydrogen and solid carbon from methane as well 
as biohydrogen using fermentation technologies. 
However, the technologies for these methods are still 
developing and they are not suitable for scaling hydrogen 
production.  

 
Fig. 2. Hydrogen production [4]. Refining CNR refers to hydrogen 

by-products from catalytic naphtha reforming at refineries. 

The current worldwide annual hydrogen production is 
approximately 90 million metric tonnes (Mt), with the 
vast majority, around 79%, originating from natural gas 
or coal that is predominantly utilised in activities such as 
oil refining and fertiliser production (see Fig. 2). Around 
3.9% of the worldwide demand for hydrogen is met 
through water electrolysis [5]. The remaining is a 
byproduct of processes initially designed for other 
purposes within refineries. Shifting to electrolysis-based 
hydrogen production would necessitate a capacity of more 
than 1,000 gigawatts of electrolysers, which surpasses the 
entire electricity generation capacity of the European 
Union at present. Hence, it may be concluded that scaling 
different methods of clean hydrogen production should be 

promoted to achieve global targets for hydrogen and its 
vectors by 2050 [4].  

The storage of hydrogen could be in the forms of 
compressed gas, liquid hydrogen, slush, as well as solid 
or metallic hydrogen. The diversity of storage options is a 
key advantage of hydrogen, offering a practical pathway 
to store excess renewable energies such as solar and wind. 
The available hydrogen storage technologies can be 
classified into physical storage technologies and material-
based storage systems. Within the physical storage 
methods, hydrogen is typically stored as either a liquid, in 
a cold/cryo-compressed form, or as a compressed gas.  

As shown in Fig 3, while hydrogen has a high energy 
density, its volumetric energy density is very low and 
hence it is required to be stored in the form of either liquid 
or compressed gas. Compressed hydrogen is the most 
commonly used storage method, particularly for onboard 
storage systems such as hydrogen fuel cell vehicles. It 
offers a great release ratio and rapid filling. However, 
currently, there is a lack of infrastructure and refuelling 
stations which are hindered due to safety concerns, 
unclear codes and regulations, and public acceptance. On 
the other hand, liquid and cryogenic hydrogen offer a 
better storage capacity at a rate of 0.07 kg per litre which 
is approximately 2.33 times more than compressed 
hydrogen [6]. However, hydrogen liquefication is carried 
out at extremely low temperatures (less than - 253◦C), and 
it is challenging to maintain such a low temperature. The 
process is expensive with 40% energy loss which is much 
higher than the energy loss rate of 10% reported for 
compressed hydrogen [7]. 

 
Fig. 3. Hydrogen properties compared to other fuels. 

Material-based storage technologies can be divided 
into two primary subgroups: physical sorption/ 
physisorption and chemical sorption/ chemisorption [6]. 
Some of these methods could offer higher storage 
capacities and they are operating under moderate 
temperature and pressure conditions, providing a safer 
option compared to physical storage technologies. 
However, they are currently expensive and further 
research is still required. 

Hydrogen can be used for a wide range of applications. 
Conventional applications of hydrogen are as raw 
materials in different industrial processes such as oil 
refining, chemical processes, and producing fertilisers. In 
recent years, there has been a significant interest in using 
hydrogen in the mobility sector and for electricity 
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generation and grid stability. Through thermodynamic 
means, hydrogen can be used in internal combustion 
devices using different strategies. The combustion of pure 
hydrogen or a mixture of hydrogen and natural gas in gas 
turbines has been widely studied which could be a suitable 
backup option to support green electricity generation. 
Hydrogen and hydrogen mixture can be also used in spark 
ignition and compression ignition engines to reduce the 
consumption of fossil fuels and consequently assist with 
the energy transition. There are also electromechanical/ 
electrochemical means to utilise hydrogen in different 
applications using hydrogen fuel cells. These processes 
generate water, heat, and electricity. Compared with 
hydrogen combustion, fuel cell systems exhibit superior 
efficiency, reduced emissions, and operate without 
producing vibrations while they are still expensive.  

Finally, clean hydrogen can change the current 
dynamic of fuel markets. It enables exporting of 
renewable energies such as solar and wind. It will provide 
significant trading opportunities, particularly for Australia 
due to its strategic geographical location which is in close 
proximity to key Asian markets such as Japan, South 
Korea, and China. These countries are committed to net-
zero targets by 2050 while they do not have the same 
hydrogen production capacity as Australia. The 
estimation shows Australia’s hydrogen export by 2040 
would be between 0.62 and 3.2 Mt. The growth of the 
clean hydrogen market will also increase demands for 
minerals such as nickel which is used in electrolysis. This 
will provide significant indirect economic benefits for 
Australia which is currently the fourth largest producer of 
nickel.  

3. Hydrogen safety concerns 

Despite relatively the small number of hydrogen 
projects, numerous accidents and incidents have occurred 
within hydrogen infrastructures. Historical data is critical 
to enhance the safety and reliability of the hydrogen 
facilities. H2Tools is an online portal which is managed 
by the Center for Hydrogen Safety in the US to collect 
data relevant to hydrogen accidents and incidents around 
the world. 221 accidents and incidents recorded up to July 
2023. The reported data confirms that 68.33% of 
accidents occurred in storage, followed by 19.46% in 
production and 12.22% during delivery [8]. The majority 
of the reported accidents occurred during operations, 
followed by maintenance and inspection. Focusing on the 
cases where the hydrogen leakage was confirmed, it is 
found that 32% of them resulted in fire incidents, followed 
by explosions (30%), while only hydrogen leakages 
account for 28% of the incidents (Figure 4). 

The reported data further confirms that ensuring safety 
is a crucial requirement in the planning, functioning, and 
operating of hydrogen facilities systems to safeguard 
assets, and preserve the well-being of employees and the 
safety of the surrounding community [9]. While the 
community has established a wealth of knowledge and 
best practices to handle gaseous and liquid fuels such as 
methane and propane, due to the unique characteristics of 

hydrogen, existing models, standards and code required to 
be reviewed and then accordingly revised.  

 
Fig. 4. Percentage of different accidents followed by hydrogen leakage. 

 
Gaseous hydrogen has a very low density and hence 

its dispersion behaviour is different compared to other 
gases such as methane. It presents a wide range of 
flammability (4%-75%) with high heat of combustion (2.6 
times more than methane). Similarly, liquid hydrogen 
differs from established liquefied fuels like liquid natural 
gas (LNG). Notably, liquid hydrogen has a considerably 
lower normal boiling point of 20 K, in contrast to LNG, 
which boils at 111 K. Hence, leakage of liquid hydrogen 
can cause the condensation of oxygen and nitrogen from 
the air while this does not necessarily occur for LNG 
spills. Furthermore, the density of liquid hydrogen and its 
enthalpy of vaporisation are much lower compared to 
LNG [10]. As a result, the surrounding surfaces 
experience much cooler temperatures in the event of 
liquid hydrogen spills, which is a critical consideration, 
particularly for structural components that may become 
brittle and susceptible to fracture. 

Hydrogen risks can be classified as material properties 
issues and handling issues [11]. The material-related 
safety concerns primarily stem from the storage properties 
and the characteristics of hydrogen. Purity and impurities 
of hydrogen, environmental conditions, and the condition 
of the metal surface contribute to the risk of 
embrittlement, which can lead to mechanical failures and 
hydrogen leaks. Permeability is another safety concern, 
stemming from the hydrogen’s low molecular weight. 
This hydrogen characteristic affects its storage and its 
utilisation in pipelines. Other materials such as metals, 
plastic liners, and composites have been used for 
compressed hydrogen vessels however other safety issues 
should be addressed. They include blistering, damage to 
carbon fibres, and reduced resistance to high temperatures 
[12]. On the other hand, materials used for the storage of 
liquid hydrogen are subjected to extremely low 
temperatures, which can result in changes in their 
properties, transitioning from ductile to brittle 
characteristics. 

Figure 5 schematically shows the handling-related 
safety aspects. The release and accumulation of hydrogen 
can lead to a range of hazardous scenarios, notably jet 
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fires and explosions. If high-pressure releases of hydrogen 
experience instantaneous ignition, either in unenclosed or 
enclosed environments, hydrogen jet fires are formed. 
The immediate ignition of a sufficiently concentrated 
hydrogen-air mixture can lead to hydrogen flash fire that 
may result in deflagrations characterised by subsonic 
flame propagation. Consequently, damage to equipment 
and structures is expected when they are exposed to 
thermal radiation and direct hydrogen flames which could 
be extremely destructive [13]. 

In cases where hydrogen accumulates in confined 
and/or semi-confined spaces, flammable clouds are 
formed. The combination of this scenario with delayed 
ignition increases the potential for hydrogen explosions. 
Continuous or immediate leaks may also result in 
hydrogen explosions as long as a flammable cloud forms, 
and these explosions may progress into detonations if 
shock waves generate a supersonic flame, often due to 
obstacles in the vicinity.  

There is a possibility of spontaneous ignition in 
confined or partially enclosed spaces with high-pressure 
hydrogen discharges, even in the absence of obvious 
ignition sources. Such ignition can occur due to the 
cumulative effects of factors such as the Joule-Thomson 
inversion temperature, static electricity, and principles 
related to diffusion theory. 

In addition, electrical components, lack of 
understanding of the hazardous areas and human errors 
play important roles in incidents and accidents in 
hydrogen systems and facilities. Recent accidents in Santa 
Clara, the Gangwon, and the Kjørbo explosion confirmed 
hydrogen systems are vulnerable to fatal, destructive, and 
even costly catastrophic events which are caused by 
technical and human interaction.  

 

 
 

Fig. 5. Hydrogen safety aspects. 

4. Hydrogen risk assessment 

The models to assess hydrogen risk and safety include 
probabilistic and deterministic methods. The utilisation of 
quantitative risk analysis (QRA), through probabilistic 
methodologies has proven effective in examining the risks 
inherent in hydrogen systems, contributing significantly 
to the formulation of regulatory frameworks and safety 
standards [14]–[16]. A key barrier to developing accurate 
QRA models is the lack of real-time data for hydrogen-
related accidents and detailed information about hydrogen 
facilities; hence, most risk assessment studies mainly used 
generic parameters. Different studies focused on 
hydrogen refuelling stations and adopted Semi-QRA, 
grid-based risk mapping method, and Bayesian network. 
While they provided some assessment tools, further real-
time data is required to ensure the reliability of the 
developed models for hydrogen facilities.  

Deterministic methods include experimental 
measurements and computational fluid dynamic (CFD) 
methods which have been mainly employed for 
consequence modelling and impact analysis. 
Experimental tests have studied complex phenomena such 
as hydrogen blowdown, unburned jet plumes, ignited jet 
fires, cryogenic hydrogen, and hydrogen accumulation 
[11], [17]. There are limited experimental studies such as 
[18] that provided measurements for temperature and 
concentration fields, enhancing the physical understating 
of complex phenomena presented in cryogenic hydrogen. 
Such datasets are valuable for the validation of CFD 
models; however, they are limited to the lab scale cases 
due to safety considerations. There are also some point 
measurements for both lab-scale cases and real-world 
scenarios. The key challenges with these types of 
measurements are that they provide limited information 
about the physical behaviour, and they are associated with 
high uncertainties, particularly for real-world scenarios 
since they were conducted in uncontrolled open-space 
environments [19], [20]. Despite, their importance in 
validating numerical models, there are some concerns 
about their suitability and accuracy.  

Numerical CFD simulations have yielded valuable 
insights into the behaviour of hydrogen dispersion, fires, 
and explosions in various scenarios, encompassing both 
open and confined spaces, as well as phenomena such as 
jet fires and autoignition [21], [22]. Tolias et al. [17] 
provided some guidelines on numerical simulations and 
CFD benchmarking for hydrogen safety applications. The 
CFD simulations of hydrogen leakage, fire, and 
explosion, require models for high compressibility 
effects, turbulence and combustion interactions, radiation, 
and complex heat transfer for cryogenic gases. For 
modelling liquid hydrogen leakage and fire, the 
complexity of phase change including evaporation and 
condensation should be also addressed. Various studies, 
particularly for large-scale modelling, adopted RANS 
while some studies use direct numerical simulations 
(DNS) and large eddy simulations (DNS) to model 
different accident scenarios [23], [24].  

The leakage of hydrogen from high-pressure tanks 
generates complex jet flows whose behaviour depends on 
the ratio of the stagnation pressure to the ambient 
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pressure, which is known as the nozzle pressure ratio 
(NPR). The nozzle pressure ratio of unity represents 
subsonic jets. A moderately under-expanded jet is 
expected at 1<NPR≤2; while a highly under-expanded jet 
occurs when NPR>2 [24]. In these flows, rapid jet 
expansion and the formation of shock waves may occur, 
making the modelling very challenging. While some DNS 
and LES studies adopted real gas models to enhance the 
understanding of under-expanded, it is common to use the 
notional nozzle technique provides a simplified approach 
for modelling under-expanded jets by replacing the actual 
nozzle with a hypothetical nozzle with the same mass flow 
rate. While maintaining a satisfactory accuracy, this 
model allows for more computationally efficient CFD 
simulations, particularly when the focus is further 
downstream and the development of flammable could 
which is the case in many hydrogen safety studies.  

Hydrogen release may result in a jet fire due to the 
formation of a flammable mixture with air, resulting in 
rapid ignition and a jet-like flame upon encountering an 
ignition source. The eddy dissipation concept is 
commonly used for the combustion model. The unsteady 
characteristics of a high-pressure hydrogen jet leaking 
into the atmosphere show that when the energy supplied 
by the ignition source occurs within a time frame that is 
shorter than the characteristic time of the jet flow the 
energy is effectively delivered to a region with a high 
concentration of hydrogen, promoting ignition [25]. 

Hydrogen explosions result from high-pressure 
hydrogen release and accumulation, triggered when 
potential ignition sources are present in a flammable cloud 
[26]. These explosions pose significant risks to personnel 
safety and infrastructure integrity. Few numerical studies 
focused on the factors that influence the overpressure 
caused after an explosion. It has been found that 
hydrogen-air clouds exhibit higher explosion pressure, 
particularly at their edges, with turbulence intensity 
significantly influencing overpressure magnitude. Higher 
turbulence intensities lead to more intense combustion 
and greater explosion intensity [27], [28]. The timing of 
ignition and its delay also affect explosion intensity, with 
increasing ignition delay resulting in higher overpressure. 

CFD models also offer solutions for risk management 
for safety components linked with the engineering 
aspects. They include hydrogen leakage detection, 
effective sensor arrangements, and optimised ventilation 
systems for hydrogen facilities and storage systems [29].  

5. Conclusion  

Hydrogen is a promising energy source and carrier 
with high energy capacities. Hydrogen and its vectors 
such as ammonia have a clear role in decarbonising 
different sectors, particularly, heavy-duty vehicles, 
maritime, aviation, and high-temperature processes. It is 
also an attractive choice for grid stabilisation, supporting 
renewable green electricity. While there is a significant 
investment in hydrogen production particularly in 
Australia, a clear pathway of hydrogen utilisation and end 
uses is still missing. The lack of demand hinders the 

growth of hydrogen production and consequently the 
reduction of its cost. 

In addition to the high costs associated with hydrogen 
production, storage, operation, and maintenance, there are 
concerns about the safety, reliability, and regulatory 
approvals of hydrogen systems. The progress of safety 
and regulatory advancements has been integrated into 
several pilot and expansion initiatives due to their 
significant impact on the cost of hydrogen systems, the 
development of hydrogen technologies, and their 
scalability objectives. The improvement of safety 
protocols and training requires (i) addressing fundamental 
knowledge gaps in hydrogen dispersion, fire, and 
explosion, (ii) establishing detailed measurement 
datasets, (iii) developing accurate fast CFD and 
engineering tools, and (iv) enhancing risk assessment 
analysis. Ensuring hydrogen safety and reliability is also 
crucial for establishing public confidence, which plays a 
critical role in various aspects of the hydrogen economy, 
including the implementation of hydrogen-powered 
vehicles, pipelines, and infrastructure. 
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Abstract 

This paper explores the demographic and living pattern shifts in Australia, and their potential implications on fire safety designs. It 
evaluates the opportunities presented by the performance-based approach in fire safety design in addressing these changes, and 
highlights some of the challenges encountered during implementation. The paper concludes by detailing recent innovations, including 
the use of advanced sensors and virtual reality surveys, as potential solutions to the challenges outlined. 
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1. Introduction 

Australia faces increasing fire risks associated with 
high-density dwellings, which can lead to significant 
economic and social costs. Over the past decade, Australia 
has experienced a population growth of 15%, with a 
notable trend toward uneven population distribution, as 
approximately 67% of the total population now resides in 
urban regions [1]. To address these challenges, major 
Australian cities have witnessed a surge in the 
construction of high-density dwellings, as evidenced by 
the growing proportion of apartments within the housing 
landscape. For instance, Sydney saw an increase in the 
fraction of apartments from 25.8% to 28.1% between 
2011 and 2016 [2]. However, this shift towards high-
density living brings with it an elevated potential for fire-
related fatalities and losses. 

Another noteworthy demographic trend is the rising 
proportion of older Australians, aged 65 and above. In 
2020, this age group constituted 16% of the population [1, 
3], up from 12% in 1996 [2], and this trend is projected to 
continue. Older adults are particularly vulnerable to fire-
related injuries and fatalities due to age-related cognitive 
and sensory impairments, limited mobility, and other 
factors. This vulnerability is highlighted by the fact that, 
over a similar period, victims over the age of 65 accounted 
for 56% of reported fire fatalities, despite representing 
only a small fraction of the total population [4]. The 
convergence of increasing high-density living and an 
aging population raises concerns about a potential rise in 
fire-related injuries and fatalities. 

Amidst these demographic shifts and evolving living 
patterns, a central question arises: How can we ensure 
buildings with lifespans typically spanning from 30 to 
hundreds of years, and fire safety measures designed 
based on today's demographics, continue to serve 
effectively as the demographic shifts and and living 
pattern changes?  
 
1.1 Current fire safety requirements in 
Australia  

Fire safety regulations in Australia are comprehensive 
and are enforced at both the national and state levels. They 

cover a wide range of aspects related to fire safety, which 
can be broadly classified into three main categories: 
 Equipment: This involves the selection, design, 

installation, and commissioning of fire safety 
systems. For example, standards as AS 1841 for 
portable fire extinguishers, AS 1851 for routine 
service of fire protection systems and equipment, AS 
2293 for emergency escape lighting and exit signs, 
and AS 2444 for portable fire extinguishers and fire 
blankets are applicable. 

 Environment and Building Design: This addresses 
architectural and environmental aspects of building 
design to enhance fire safety. The Building Code of 
Australia lays out regulations regarding the fire safety 
systems and elements of commercial buildings. This 
includes Sections C, D and E that addresses issues 
pertaining to Fire Resistance, Access and Egress and 
Services and Equipment, respectively.  

 Response and Fire Prevention: This outlines 
provisions for fire detection, prevention, and 
response measures. The fire safety regulations such 
as fire doors and other fire protection equipment 

Table 1. Example of codes/standards in Australia 
relating to fire safety requirements. 

Code/Standard 

Categorization 

Equip
-ment 

Envir
o-
nment 

Respo
-nse 

Buildin
g Code 
of 
Australi
a 
(BCA) 

Section C Fire 
Resistance 

 √  

Section D Access and 
Egress 

 √  

Section E Services 
and Equipment 

√  √ 

AS 1841 Portable Fire 
Extinguishers General 
Requirements 

√   

AS1851 Maintenance of Fire 
Protection Systems 

√   

AS 2293 Emergency Escape 
Lighting and Exit Signs for 
Buildings 

√   

AS2444 Portable Fire 
Extinguishers and Fire Blankets 

√   
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should be checked during and after construction to 
ensure they meet relevant standards. The AS1670 
standard also plays a role here as it covers the design, 
installation, commissioning, and maintenance of 
automatic fire detection, warning, control, and 
intercom systems. 

Fire safety regulations and fire safety design are 
closely intertwined. Regulations dictate the types of 
equipment, such as fire extinguishers, alarms, sprinkler 
systems, and emergency lighting, that must be installed in 
a building. The building design is also influenced by 
regulations, which may specify construction materials to 
prevent fire spread, corridor width for evacuation, and the 
number and placement of exits. Furthermore, fire safety 
design considers how occupants will respond in a fire 
event. This includes clear signage for evacuation routes 
and occupant training on using fire safety equipment. In 
essence, fire safety regulations set the standards that fire 
safety design must meet. The design process is a way to 
creatively solve the problem of how to meet these 
standards while still achieving other design goals. 
 

2. Building fire safety design 
 
2.1 Evolution of fire safety design  

Fire safety design has seen a significant evolution 
since the 1900s, transitioning from traditional pescriptive 
methods to performance-based approaches, and now to 
the modern realm of smart design. This evolution has been 
propelled by advancements in building fire safety 
research and changes in insurance policies (see Fig. 1). 
Traditionally, fire engineering design was primarily based 
on prescriptive codes and strict requirements. These codes 
provided a set of regulations that dictated how buildings 
should be constructed to meet established safety 
standards. However, as buildings became more complex, 
diverse design goals emerged.  

In response to these challenges, performance-based 
design (PBD) was introduced and has since gained global 
acceptance. PBD goes beyond prescriptive code 
requirements by offering cost-effective and innovative 
solutions to fire safety challenges. It is characterized as an 
outcome-based approach that introduces design flexibility 
through acceptable methodologies, analytical tools, and 
performance criteria. This approach allows the built 
environment to align with specific fire and life safety 
objectives. The PBD concept for fire safety emerged 
between the 1970s and early 1990s. Over time, building 
codes and regulatory bodies have gradually integrated 
performance-based design as a complement to 
prescriptive code-driven designs. Numerous design 
handbooks, guides, and codes pertaining to PBD are 
available today, and many countries permit and endorse 
performance-based solutions to design challenges. For 
instance, Australia embraced PBD in its Building Code of 
Australia (BCA) in 1996 and enhanced PBD guidelines in 
the National Construction Code (NCC) of 2019. In the 
context of addressing demographic shifts and evolving 
living patterns, PBD offers a more adaptable approach to 
addressing fire safety design, allowing fire safety 
measures to be modified as demographics and living 

patterns change, which could include upgrading or 
modifying fire safety systems as new technologies emerge 
or building usage changes. While PBD is not a fix-all 
solution, it offers a flexible and adaptable approach that 
can help ensure buildings and their fire safety measures 
continue to effectively serve their intended purposes 
amidst demographic shifts and evolving living patterns. 

 
2.2 Assessment of fire safety design  

At its core, PBD for life safety fundamentally ensures 
that occupants have sufficient time to exit the building 
before being overcome by fire [5, 7]. This fire engineering 
analytical process, as shown in Fig. 2, typically involves 
fire ignition, fire detection and alarm systems, and pre-
movement and movement of occupants. The outcome of 
this process is evaluated by comparing the Available Safe 
Egress Time (ASET) and Required Safe Egress Time 
(RSET) [8]. The ASET refers to the duration of time from 
the ignition of a fire until conditions become untenable 
due to smoke, heat, or other hazards. It represents the time 
available for occupants to safely evacuate. On the other 
hand, RSET represents the time required for all occupants 
to safely evacuate from the building. Therefore, the 
assessment of a building’s fire safety is based on ensuring 
that occupants can escape safely without being exposed to 
untenable fire-related conditions, i.e., ASET should be 
greater than RSET.  
 

3. Optimization of fire safety design 
Accurate estimation of ASET and RSET, coupled with 

the provision of a suitable safety margin, is vital for 
ensuring the safe evacuation. 
 
3.1 Assessing ASET 

ASET estimations employ empirical correlations from 
real fire scenarios or advanced fire modelling techniques. 
There are research concentrating on enhancing ASET in 
buildings, with the goal of prolonging the safe evacuation 
time during a fire [9]. This involves several innovative 

 
Fig. 1 Evolution of fire safety design [5, 6]. 

 
Fig. 2 Timeline for fire engineering analytical 

process. 



 

28 

strategies: incorporating fire safety considerations into 
modern architectural design, such as using fire-resistant 
materials and strategically placing exits and fire doors; 
developing and implementing advanced fire detection and 
suppression systems, including incorporating Internet-of-
Thing (IoT) devices to monitor environmental changes, 
for early fire detection, warning and control. 
 
3.2 Assessing RSET 

The RSET assessment employs a multifaceted 
approach, incorporating computer-based fire modeling, 
evacuation simulations, and mathematical calculations. 
This comprehensive process takes into consideration 
various factors, including the building's layout, 
occupancy, and fire characteristics, to estimate the time 
required for safe evacuation under a range of scenarios. 
Evacuation simulations play a pivotal role in RSET 
assessment by simulating the behavior of individuals or 
groups during evacuations. These simulations provide 
insights that can significantly improve safety measures 
and procedures. Key factors considered within these 
simulations encompass the number of exits, escape route 
dimensions, as well as signage and lighting systems. In 
parallel, computer-based fire modeling is another key 
tool. It involves creating a virtual representation of the 
building and possible fire scenarios, considering factors 
such as the types of combustibles present, their associated 
product yields, ceiling height, space geometry where the 
fire initiated, physical barriers, and smoke ventilation 
systems. Mathematical calculations underpin the entire 
assessment process. These calculations incorporate 
empirical relations for walking speed and occupant flow 
rates through egress elements like doors, stairs, and 
corridors. Moreover, they account for variables such as 
alarm time, pre-movement time, and movement time. This 
multifaceted approach to RSET assessment allows for 
periodic re-evaluation and potential modifications to 
safety measures, ensuring they remain effective and 
adaptable in the face of dynamic transformations. 
 
3.2.1 Evacuation model 

Manual evacuation modelling, a traditional non-
digital technique, has been used for decades to estimate 
evacuation time and the safety of structures during 
emergencies. This method typically employs equations 
from the Society of Fire Protection Engineers (SFPE) 
handbook to calculate mass flow evacuation from any 
building structure [10]. With the advent of performance-
based design, there has been a surge in the use of 
computer-based simulations for more realistic evacuation 
calculations. Currently, over 70 models tailored for Fire 
Safety Engineering (FSE) applications are available in the 
pedestrian evacuation modelling market, with Pathfinder, 
STEPS, MassMotion, VISSIM and Pedestrian Dynamics 
being the most widely used models [11]. It is noteworthy 
that most of the key assumptions adopted by the 
evacuation models evacuation models were developed in 
the late 1980s and 1990s [12]. 

 

 
These methods often overlook diverse personal and 

environmental factors people employ when choosing their 
evacuation route [13]. Recent studies have highlighted a 
mismatch between the most used evacuation models and 
the latest research developments [11]. An example is the 
exit choice model, which is the approach used in 
evacuation simulations to determine how simulated 
pedestrians choose their exit during an evacuation. Exit 
choice model such as the shortest path algorithm, which 
finds the shortest path between origin and destination, and 
the quickest path algorithm, which finds the path that 
takes the least time to traverse, are widely used in most 
popular evacuation simulation software (see Table 2). 
However, a portion of the evacuation modelling 
community has started to implement the utility-based 
model. This model allows for different personal and 
environmental factors to be taken into consideration (see 
Fig. 3), potentially providing a more refined simulation 
approach to better match the actual observations [14]. 
Despite the development of new modelling approaches 
over the past twenty years, they have not been widely 
adopted for mainstream FSE applications. This could be 
due to the time-consuming nature of developing and 
validating new models [12]. Instead of re-evaluating 
foundational assumptions, developers often prioritize 
refining existing models, adding features, or improving 
data visualization [12]. 

In the context of demographic and living pattern 
changes, the reliance on outdated assumptions can pose 
significant challenges. For example, the aging population, 
often marked by reduced physical capabilities and 

Table 2. The Route/exit choice mechanisms used in the 
evacuation models [15-19]. 

Evacuation model Route/exit choice mechanism 
Pathfinder Quickest path 
MassMotion Quickest path 
Vissim/Viswalk Shortest path & Quickest path 
Pedestrian Dynamics Shortest path 

 

Fig. 3 Shortest path, quickest path, and utility exit 
choice models. 
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mobility, demands more time for evacuation and has 
unique requirements that are often overlooked in 
conventional evacuation models. Older adults may 
necessitate assistance or specialized equipment to ensure 
their safe evacuation. Additionally, the progressively 
complex building structures required to accommodate the 
denser populations arising from urbanization can lead to 
extended evacuation distances and potentially increased 
interactions among evacuees. These interactions can 
manifest as bottlenecks or be influenced by evacuees with 
special needs, impacting the movements of those around 
them. In this context, PBD offers greater potential than 
traditional methods to address these complexities, as it 
can be adapted to account for the changing population and 
living patterns. 
 
3.2.2 Recent innovations 

The verification of evacuation models is a critical step 
in ensuring their reliability and applicability in real-world 
scenarios. Traditionally, this process has involved a 
comparison of model predictions with empirical data 
derived from actual evacuation situations or controlled 
experiments. However, the data collection process can be 
logistically challenging, time-consuming and costly. An 
example is the investigation of crowd motion 
synchronization, such as the study conducted by author’s 
City University of Hong Kong (CityU) group [20], which 
exemplifies the extensive effort required even when 
examining a single facet of crowd behaviour. The initial 
stages involved recruiting 70 participants from various 
departments at Sichuan University and providing 
financial incentives. Detailed attention was crucial due to 
variations in the participants' movements. To precisely 
track their head, left foot, and right foot motions, distinct 
color-coded markers were employed. Additionally, a 
mean-shift clustering algorithm was used to extract the 
trajectories of these body parts. Overcoming 
technological challenges was a significant aspect. Instead 
of using multiple individual camcorders for tracking, an 
innovative video-recording system was introduced. This 
system utilized three strategically positioned camcorders, 
each responsible for monitoring one aspect: head, left 
foot, and right foot movements in the straight section. 
These camera feeds were seamlessly integrated into a 
unified video clip, allowing for simultaneous monitoring 
during each trial. This integration was essential, as 
synchronizing separate video clips was impractical. 
Nevertheless, it is important to note that even with these 
measures, the full spectrum of complexities inherent in 
real-world situations remains incompletely addressed. 
Due to these challenges, researchers have explored 
alternative methods for the verification and validation of 
evacuation models. One such method involves the 
analysis of historical data, where researchers examine past 
evacuation data to assess the performance of the model 
and derive insights for refining evacuation strategies. The 
integration of machine learning and artificial intelligence 
techniques, which are capable of efficiently analysing 
large datasets and identifying behavioural patterns, 
further enhances the effectiveness of this approach.  

Sensor data generated by technologies such as video 
cameras and tracking devices during evacuation drills and 
actual incidents can be useful for model development and 
validation. However, such approach has privacy concerns. 
Different innovative approaches have emerged to tackle 
this issue involves the use of non-imaging-based data 
collection methods. For example, the UNSW research 
group have recently explored the use of millimetre wave 
sensor technology, see Fig. 4. This indoor radar 
technology operates by transmitting short wavelength 
electromagnetic signals (30-300 GHz). The system emits 
electromagnetic waves that are reflected by objects in 
their path. The reflected signal is then captured and 
processed to infer the object’s position, speed, and 
direction. This technology is particularly useful for human 
movement sensing applications, as it can provide precise 
information even in indoor conditions with poor visibility 
or high radiance. Unlike vision-based technologies, it 
does not raise privacy concerns as it does not capture 
visually identifiable information. The data gathered has 
the potential to be used as inputs to improve evacuation 
models or as a sensory input for to warn evacuees of 
potential hazards in evacuation pathways. 

Crowdsourcing has emerged as another approach. In 
some instances, crowdsourcing platforms are utilized to 
collect data on simulated evacuation scenarios. 
Participants interact with virtual environments, and their 
actions and decisions provide essential information for 
model validation. For example, the co-authors from CityU 
have used virtual reality (VR) surveys [21, 22] to acquire 
data to assess the impact of cognitive psychology (i.e., 

 
Fig. 4 Demonstration of millimetre wave sensor in 
capturing the movement of a mannequin' through 

comparison with ground truth videos. 
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exit preference changes based on option availability, see 
Fig. 5 [22]), an aspect not covered by existing commercial 
software. They created a virtual environment using Revit 
and imported it into Unity3D for further modelling and 
rendering to enhance realism. Virtual avatars, created 
with SketchUp and implemented in Unity3D, were used 
in these experiments. These avatars were either pre-
programmed or controlled by survey participants, with 
their trajectories recorded for analysis. 
 

4. Conclusion and Recommendations 
Rapid changes in demographic and living patterns are 

presenting challenges to the design of fire safety in 
buildings. Traditionally, fire safety design has been 
largely prescriptive, following a set of predetermined 
rules or codes. However, there is a shift towards a more 
performance-based approach that relies heavily on 
science, engineering, calculations, and modeling rather 
than simply adhering to checklists. This shift presents a 
potential solution to the challenges posed by changing 
demographics and living patterns. At the heart of this 
performance-based approach are fire modelling, 
evacuation simulations, and mathematical calculations. 
When focusing on evacuation simulations, it is important 
to note that there are some inaccuracies in the commonly 

used models and challenges in implementing new 
changes. Despite these challenges, recent innovations 
show promise in overcoming them. These include the use 
of virtual reality platforms and less privacy-invasive 
sensing technologies. Virtual reality platforms can be 
used for crowdsourcing surveys to collect realistic model 
validation information. Non-imaging-based sensing 
technologies such as millimeter-wave sensors can be used 
for data acquisition during evacuation drills and actual 
incidents. These advancements could potentially provide 
pathways to improve fire safety design in response to 
changing demographics and living patterns. 
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Abstract 
For many decades, the use of optical laser diagnostics has yielded tremendous insights into turbulent combustion and has propelled 

the field forward. With the recent goals of moving away from using fossil fuel-based fuels, green fuels are being investigated as potential 
replacements where electrification is not possible. The term green fuel umbrella covers many fuels, a particular emphasis in this paper 
is paid to ammonia and hydrogen. 

Keywords: green fuels, turbulent combustion, ammonia, laser diagnostics 
 

 

1. Introduction 

The continued usage of fossil fuels and their 
corresponding carbon emissions are becoming 
increasingly under regulatory control in many countries 
through carbon emission and net zero target legislation. 
The need for green fuels is ever-increasing in applications 
that are either technically infeasible to be electrified or for 
the near-term reduction in carbon emissions utilising 
existing devices and infrastructure [1]. The term “green 
fuel” is a very broad term and is used here to represent a 
fuel that may or may not contain carbon, however, the fuel 
needs to be produced in a carbon-neutral fashion and if 
energy is required to produce the fuel, it is produced by a 
non-carbon emitting source such as a nuclear, hydro-
electric, solar or wind source. Several other categories of 
fuels, such as e-fuels, electro-fuels, power to X fuels, 
biofuels and biodiesels could be generally considered to 
be green fuels if manufactured in a non-carbon emitting 
fashion. 

Given that the cost of electrical energy has been 
rapidly increasing in most countries over the last decade 
and is expected to continue to increase in cost, this places 
a strong market pressure on the cost of producing green 
fuels which are often very energy-intensive to produce. 
Firstly, this places enormous emphasis on the 
development of new energy efficient ways to generate 
green fuels for chemists and chemical engineers. 
Secondly, for combustion researchers and engineers an 
even greater emphasis on efficiency is required due to the 
high er cost of fuel. Additional requirements such as 
different pollutants being problematic and being able to 
lend fuels are important considerations. 

Generally, for most green-fuels, chemical kinetic 
mechanisms of sufficient predictive capability for first 
pass parametric engineering investigations using either 
zero-dimensional reactor networks or computational fluid 
dynamics are possible. These simulations are relevant to 
a wide array of engineering devices from furnaces to 
internal combustion engines through to gas turbines. 
Certainly, pollutant formation such as soot and NOx, the 

kinetic mechanisms for the green fuels, particularly larger 
molecular weight fuels, require further development. 

The further and development of chemical kinetic 
mechanisms for green fuels is an important goal, just as 
the computationally efficient implementation and 
accurate numerical modelling of the flame using green 
fuels CFD is important. Previous experience with simple 
hydrocarbon fuels such as methane has indicated that well 
posed experiments in canonical configurations has 
allowed rapid development the understanding of the use 
of simple fuels as well as accelerating the development of 
the numerical modelling tools. A key component to the 
success of this paradigm is the application of accurate, 
precise and multi-scalar measurements of key scalar 
quantities such as mixture fraction, scalar dissipation, 
scalar gradients, reaction rates, slow-forming pollutants 
such as nitric oxide and other key intermediates. 

The two most highly cited books on laser 
diagnostics in combustion by Eckbreth in the 1980’s and 
updated in second edition in 1996 [2] and the edited book 
by [3]. Both of these books indicate that the direction of 
the laser diagnostics community had been focused on 
laser diagnostics for ammonia systems in laminar flames 
for kinetics and NOx formation and reduction studies 
rather than for turbulent combustion systems. Equally, 
laser diagnostics for many of the green fuels that are 
considered promising future target fuels, such as 
methanol, ethanol, butanol, ethers and are not even 
mentioned. In part, this paper seeks to identify the key 
diagnostic techniques that will unlock the necessary 
insight into the turbulent combustion of green fuels in the 
future as well as outline some of the specific turbulent 
combustion experiments of green fuels executed at the 
University of Sydney in recent years. 

2. Laser diagnostics for NH3 

While there are many laser diagnostic techniques that are 
capable of sensing fuels and intermediate molecules 
relevant to green fuels, in order for measurements in a 
turbulent combustion system of such fuels, measurements 
must be conducted in a temporally and spatially resolved 
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manner. These requirements rule out techniques such as 
line of sight absorption, such as techniques that require 
wavelength scanning such as degenerate four-wave 
mixing (DFWM) [4], techniques that require significant 
averaging such as differential LIght Detection And 
Ranging (LIDAR) [5], and Fourier Transform Infrared 
(FTIR) spectroscopy [6]. However, such techniques may 
be applied to turbulent combustion systems to provide 
indicative and relative global concentration levels [7]. 
Such techniques are a line-of-sight integration along the 
light or laser beam, however due to the scanning and time 
integration nature of the technique, they are  not time-
resolved or “single-shot”. 

The combustion of ammonia permits a rich range 
of new molecules to be explored in turbulent combustion 
systems. Unlike hydrocarbon and hydrogen-fuelled 
systems, direct laser-induced fluorescence of the fuel 
molecule, NH3 is possible. For single photon NH3 LIF, 
transitions are accessible in the near VUV (200-220 nm) 
for the A←X v'2 symmetric N-H bend system [8], 
however due to the near VUV excitation 
photofragmentation, strong beam absorption and weak 
emission [9], have limited this approach in turbulent 
combustion applications. Two-photon transitions to pump 
the B←X and C’←X electronic system of NH3 at 
excitation wavelengths of 303 nm and 305 nm, 
respectively, followed by collection from A←C’ 
(Schusters bands) and A←B near 565 nm and 720 nm 
respectively are relatively attractive options [10, 11]. 
These wavelengths are readily achievable at the required 
fluence levels with a frequency-doubled Nd:YAG put has 
helped dye lasers, and that flame absorption and 
photofragmentation at these wavelengths is small. Single 
shot planar measurements of NH3 have been successfully 
reported over a range of turbulent flames, NH3 fuelled 
flames using nanosecond excited PLIF [12] and 
femtosecond excitation for 1D line imaging [13]. A 
challenge with two-photon femtosecond excitation of 
NH3 is to obtain sufficient signal without causing 
excessive photodissociation [13]. Multi-scalar 
measurements incorporating two-photon NH3 are also 
possible. Utilising modern laser systems achieving 65 mJ 
near 305 nm, planar images ~32 mm high with good SNR 
of two-photon C’←X excited PLIF, combined 
simultaneously with NH A3-X- (1,0) excited PLIF with 
collection centred at 336 nm and elastic Rayleigh 
scattering at 305 nm, effectively a three scalar experiment 
from the one laser beam [14]. Rather than using a single 
beam, however still a single laser system, the frequency 
doubled output of an Nd:YAG pumped dye laser is tuned 
to a transition near 304 nm to excite NH3 via two photon 
and NH for PLIF, yet the wavelength specifically selected 
such that once mixed with the Nd:YAG fundamental at 
1064 nm an additional wave mixed beam at 237 nm for 
NO PLIF with NO LIF emission collected from 250 nm 
to 270 nm [15]. 

NH3 has also been detected in a single shot basis 
using deep UV photofragmentation and subsequent 
fluorescence from the resultant NH* fluoresce centred at 
336 nm [16, 17]. Utilising an ArF laser at 193 nm, a single 
shot detection limit of 50 ppm at 1170 K over a 25 mm 

high sheet using ~85 mJ of 193 nm UV light has been 
reported [18]. 

Although a point measurement technique, laser-
induced breakdown spectroscopy (LIBS) can still be 
considered a viable measurement technique for turbulent 
combustion systems. LIBS has the distinction advantage 
of being readily applied to any fuel irrespective of the 
molecular complexity of the fuel. Strategies to enhance 
the LIBS signal in the NH3 flame case using a 
vibrationally resonant deep IR beam show a significant 
increase in sensitivity [19]. A hybrid between LIBS and 
fragmentation fluorescence techniques is when a very 
high instantaneous power femtosecond laser is used, 
where here, a line measurement and the subsequent 
spectra dominated by NH* and N2* emission are 
processed to determine species concentrations [20-22]. 

Coherent Anti-Stokes Raman Spectroscopy 
(CARS) has been applied in a limited capacity to 
ammonia flames, essentially only as the first proof of 
principle studies [23]. Also not applied to the NH3 
molecule, dual broadband rotational CARS has been 
applied to determine temperature to high precision in an 
ammonia flame [24]. 

Spontaneous Raman spectroscopy, particularly 
when paired with Rayleigh scattering and other minor 
species LIF measurements [25], is the gold standard for 
highly accurate multi-scalar measurement in turbulent 
combustion. However, only recently have high-resolution 
Raman measurements been made in NH3 flames [26, 27]. 
In addition, only recently, in 2021 [28], has the 
fundamental high-resolution spectra for NH3 been 
necessary for processing the Raman NH3 data with the 
hybrid matrix inversion technique [29], been available. In 
hydrocarbon flames, soot, soot precursor, and C2 
interferences have historically limited the application of 
high-precision Raman measurements, thus requiring high 
levels of partial premixed or dilution in the fuel stream 
[30]. While NH3 flames do not contain carbon, a new 
interfering intermediate species, NH2 has been identified 
[31], requiring either extensive corrections or other 
advanced approaches such as polarisation subtraction. 

Though certainly NO can occur in NH3 flames at 
higher concentrations compared to conventional 
hydrocarbon flames the standard excitation and collection 
schemes for NO and OH still apply to NH3 flames[24]. 
The cyano radical, CN has been explored using numerous 
excitation and detections schemes over many years [32]. 
For the CN radical to be measured it requires that the NH3 
flame be blended with a carbon-containing fuel. The two 
most common A3-X- excitation schemes for, NH are 
reviewed in [33], indicating that the R-branch (0,0) yields 
a larger LIF signal compared to (1,0) schemes. However, 
the (0,0) scheme is challenging close to boundaries and 
flows with strong scattering such as from particles or 
droplets, due to the near-resonant nature of the excitation 
beam wavelength being only a few nm from the collection 
wavelength. In these cases (1,0) excitation would be 
preferrable. 

Over the past decade, initial progress has been 
made on experiments using planar multi-scalar 
measurements in turbulent NH3 flames. Highly turbulent 
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NH3 flames have been featured in several publications 
[34, 35]. Measurements in turbulent non-premixed flames 
have also been recently reported [15]. 
 

3. Experimental progress 

At the University of Sydney, we have been focusing on 
the usage of two burners for the exploration of turbulent 
flame structure relating to green fuels. The first burner, 
the Sydney inhomogeneous burner [36], as shown in Fig. 
1, and its various derivatives [37] permits the exploration 
of turbulent flames of gaseous flames operating in 
diffusion, inhomogeneous, partially premixed and 
premixed regimes. When operating in inhomogeneous 
mode, the recess distance, as shown in Fig. 2 for a 
hydrogen flame, the blow-off conditions for the flame can 
be varied by essentially varying the level of fuel 
inhomogeneity at the exit plane. Detailed Raman 
measurements exploring the impact of hydrogen 
differential diffusion as shown in Fig. 3. To investigate 
the turbulent autoignition properties of green fuels, we 
have utilised the Sydney hot coflow burner. A schematic 
of this is shown in Fig. 4 as well as some sample lift-off 
conditions for different NH3 concentrations. 

 
 

 

 

 

 

 

 
Fig. 4. Cross-sectional view of the hot coflow burner (Left). 
Mean flame chemiluminescence images for a hot coflow 
temperature of 1150 K (Right). 

 

4. Conclusions 

The turbulent combustion of green fuels presents many 
new challenges for combustion researchers. For 
hydrogen, we need to build on existing knowledge and 
progress whilst addressing open questions such as the 
challenge of differential diffusion. Whilst research into 
combustion involving NH3 has been active for many 
decades, it is only in the past decade that very strong 
combustion community-wide investigation into the usage 
of NH3 as a fuel has been intensive and diagnostic 
techniques developed and refined to explore the NH3 
major and minor species system in turbulent flames. The 
development and application of advanced laser 
diagnostics will play an important role in the development 
in the application of present and future green fuels in 
turbulent combustion system. 

5. Acknowledgments 

This work was supported by the Australian Research 
Council (ARC) and AFOSR (USA). The authors would 
like to acknowledge Prof. Assaad Masri from the 
University of Sydney and Prof. Gaetano Magnotti and Dr. 
Hao Tang from King Abdullah University of Science for 
their contributions to the presented work in this paper. 

  

U
B

O
,m

s
-1

Fig. 2. Stability plot of H2/N2=40/60 at φ = 4.76 showing the
blow-off velocity UBO versus Lr. The square and circle indicate
the experimental cases studied at Lr = 25 and 300 with the same
velocity (UBO, 80% @ Lr =25). The Triangle indicates Lr = 300
for (UBO, 80% @ Lr=300). 

Fig. 1. Schematic and dimensions of the Sydney
inhomogeneous burner, b) flow configuration c) 3-D cut-
away. 

Fig. 3. Joint PDF plots of diffusion (ξH-Bilg) verse Mixture fraction 
(ξ) at x/D=1 for the three flames identified in Fig. 2. 
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Enhancing ammonia combustion in reciprocating engines: 
Strategies learned from fundamental experiments 
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Abstract 
Ammonia features a low reactivity in combustion and is commonly blended with a more reactive fuel to promote its 

flame propagation and autoignition. This work reviews ammonia combustion enhancers for their effectiveness on 
promoting fundamental combustion behaviors and the potential to power heavy-duty engines with ammonia as the primary 
fuel. Fundamental experiments reveal that enhancers are unlikely to resolve ammonia’s slow flame propagation, with 
hydrogen being an exception. Autoignition, on the other hand, offers more promise due to the high sensitivity to small 
additions of enhancers. State-of-the-art ammonia engines are reviewed with enhanced spark-ignition and compression-
ignition methods. Further research for combustion fundamentals and engine development is recommended. 

Keywords: ammonia, internal combustion engines, dual-fuel, hydrogen, diesel 
 

1. Introduction 

Ammonia attracts major interests as a carbon neutral 
fuel for long-haul transport and heavy industry. Various 
energy agencies have predicted ammonia’s major role in 
decarbonizing the shipping industry [1,2]. Ammonia 
combustion in large engines is therefore of particular 
importance.  

As a combustion fuel, ammonia has considerably 
lower oxidation reactivity than conventional fuels. The 
properties in Table 1 indicates that ammonia is difficult 
to ignite and slow to burn. These properties are generally 
at odds with combustion requirements in reciprocating 
engines where combustion must start and complete 
within a short time window. Combustion of the nitrogen-
containing fuel is also bound to produce NOx despite the 
lower flame temperature limiting thermal NOx 
formation.  

Table 1 Fuel Combustion Properties 

 
A primary method to address the slow burn issue is 

blending ammonia with a more reactive fuel, which is 
reviewed here. Alternatively, additives (e.g., ozone, 
hydrogen peroxide) and external energy (e.g. plasma) 
have also been investigated. The effectiveness of this 
approach depends on the enhancer and the mode of 
combustion, i.e., whether in a flame or via autoignition. 
Many publications have appeared in the recent literature, 

ranging from theoretical calculations of elementary 
reaction rates [3] to experimental investigation of 
marine-sized engine combustion [4]. This work will first 
discuss why neat ammonia is unfit for reciprocating 
engine applications. Enhancement of ammonia 
combustion in fundamental experiments will then be 
reviewed, particularly the promotion on laminar flame 
speeds and ignition delays. Enhanced ammonia 
combustion in spark ignition (SI) and compression 
ignition (CI) engines will be reviewed at last. The focus 
is on combustion enhancers that can be readily produced 
and can promote ammonia burn rate disproportionally at 
low blending levels.  

This review will not cover ammonia combustion in 
gas turbines and industrial furnaces, or co-burning 
ammonia with low reactivity fuels such as natural gas 
and coal. In these applications, the slow burn issue is 
either not as critical (e.g., continuous combustion) or can 
be managed without an enhancer (e.g., by enhancing 
flow turbulence). Also not covered are pollutant 
formation and emissions, given that the NOx-NH3 trade-
off is inherent to ammonia combustion and can’t be 
resolved via combustion optimization. Aftertreatment 
therefore must be used, which is worth a separate review.   

2. Combustion Enhancement Required for 
Ammonia-Fuelled Engines 

Unlike gas turbines, combustion in reciprocating 
engines accounts for only a fraction of the 
thermodynamic cycle. Therefore, it must start and end 
within a suitable time window relative to the piston 
movement. Combustion in reciprocating engines 
proceeds in two forms, spark-initiated flame and 
compression-driven autoignition. In either case, 
sufficient burn rate is required for the engine to function 
properly.  

Combustion in SI engine takes place as a turbulent 
premixed flame. Although the burn rate is largely driven 

Properties Hydrogen 
(H2) 

Ammonia 
(NH3) 

DME 
(CH3OCH3) 

Gasoline Diesel 

State at STP gas gas gas Liquid  Liquid  
LHV (MJ/kg) 120 18.6 28.4 42.5 45 
Tad (◦C) 2110 1800 1994 - - 
SL,max at STP 
(m/s) 

3.25 0.07 0.49 ~ 0.5 - 

Min. ignition 
energy (mJ) 

0.018 8.0 - ~ 0.14 - 

Flammability 
limit (%vol) 

4-76 15.8-28 3.4-27 1.4-7.6 1-6 

Autoignition 
temp. (◦C) 572 650 350 ~ 440 ~ 233 

RON vary >130 0 91-98 ≤0 
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by in-cylinder turbulence (which is a function of engine 
speed), ammonia’s low flame speed, approximately 1/5 
of that of hydrocarbon fuels (Table 1), will slow the heat 
release locally and overall. The high ignition energy and 
narrow flammability limits also make the combustion 
more susceptible to quenching and misfire. Combustion 
enhancer is therefore required to promote the flame 
propagation. At the same time, autoignition of the 
unburned gas could also be promoted by the enhancer, 
increasing the probability of engine knock. 

Combustion in compression ignition engines is 
driven by autoignition, either as the initiating step 
(conventional diesel engine) or as the main combustion 
mode (advanced low-temperature combustion engine). 
Ammonia’s low autoignition reactivity, as evidenced by 
its high autoignition temperature and unmeasurably 
octane number, indicates that neat ammonia is clearly 
not suitable for compression ignition. Ignition enhancer 
is therefore required, which can be introduced via pilot 
injection near the end of the compression stroke to 
trigger the combustion, which has been successfully 
used in natural gas-diesel dual fuel engines [5]. The other 
approach is to introduce the enhancer and ammonia 
together into the cylinder, as a premixed liquid or vapor, 
and ignite the mixture with compression. The process is 
similar to the homogeneous charge compression ignition 
(HCCI) combustion where stratification is required to 
control the combustion timing and heat release rate.   

Enhancement of flame speed and autoignition, 
therefore, has been both pursued for solving ammonia’s 
slow burn problem.  

3. Enhancing Ammonia Combustion in 
Fundamental Experiments 

3.1 Enhancers for Ammonia Flame 
Propagation  

A wide range of fuels have been investigated for 
ammonia flame propagation, including different 
hydrocarbons, oxygenated hydrocarbons, and hydrogen. 
Lavadera et al. systematically investigated the laminar 
flame speed of ammonia/hydrocarbon mixtures using a 
heat flux burner at 338 K and atmospheric pressure [6,7]. 
A linear blending was reported on the mass basis, which 
led to the argument that cross reactions between different 
fuels are negligible.  

Given the flame speeds of these neat hydrocarbons 
(and oxygenates reported elsewhere [8]) being similar to 
that of gasoline, these fuels will unlikely increase the 
flame speed on a par with gasoline in SI engines, unless 
with very high blending levels, which defeats the 
purpose of using ammonia as the primary fuel.  

Hydrogen has a flame speed 5-6 time of 
hydrocarbon, thus of a much higher potential for 
promoting ammonia burn rate. Hydrogen can be 
produced on-board from ammonia cracking which 
potentially eliminates the need of carrying a second fuel. 
Many experiments have been conducted to measure the 
laminar flame speeds of ammonia/hydrogen mixtures, as 

reviewed by Kobayashi [9]. Two important features are 
noted from these results.  

 
Fig. 1 Measured laminar flame speeds of ammonia 
mixtures with methane, n-heptane, iso-octane, 
methylcyclohexane, and toluene at 338 K and 1 atm with 
=1. Lines represent linear blending on mass basis [7]. 
 
One is the strong nonlinear blending, i.e., the most 
promoting effect occurring at hydrogen blending >50%. 
The second is the inhibition of pressure on flame 
propagation, which can be significant in boosted engines 
to offset the enhancement of hydrogen blending. Figure 
2 shows the impact of temperature and pressure on 
laminar flame speeds under an example engine 
condition, calculated using latest kinetic models. It 
indicates that 50 vol% H2 is required to promote the 
mixture flame speed to match that of iso-octane.  

 
Fig. 2 Laminar flame speed (LFS) and ignition delay 
times (IDT) of stoichiometric ammonia/hydrogen 
mixtures in a CFR engine. LFS calculated using 
mechanisms from [10-12] at 661 K and 12 bar, 
corresponding to the spark timing condition (13 CAD 
bTDC) with CR of 7.9. IDT calculated using 
mechanisms from [13,14] at 920 K and 28 bar, the spark 
timing condition (13 CAD bTDC) with CR of 12. 
Reference LFS and IDT for iso-octane and methane are 
calculated at the same condition using mechanisms from 
[15] and [13]. 
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3.2 Enhancer for Ammonia Autoignition  

High autoignition reactivity fuels, including n-
heptane, commercial diesel fuel, dimethyl ether (DME), 
and diethyl ether (DEE), have been blended with 
ammonia to promote combustion in dual-fuel 
compression-ignition engines. Hydrogen, which has a 
low autoignition reactivity, has also been found to be 
effective to promote ammonia autoignition.  

Ammonia/diesel mixtures (incl. n-heptane) Yu et 
al. first investigated the ignition delay of ammonia/n-
heptane mixtures with n-heptane energy content of 0-
60% in a rapid compression machine (RCM) at 10-15 
bar and 635-945 K and =1.0-2.0 [16]. They compiled a 
kinetic mechanism by merging a n-heptane mechanism 
[17] and an ammonia mechanism [13] and found that the 
mechanism could not reproduce the experiment, due to a 
lack of coupling reactions in the merged mechanism.  

Thorsen et al. [18] developed a subset of cross 
reactions for amine and n-heptane, n-C7H16 + NH2 = n-
C7H15 isomers + NH3, and updated the rate coefficient of 
NH2+HO2=NH3+O2. The updated mechanism largely 
improved the simulation of Yu et al.’s ignition delay and 
reproduced well the species profiles in their laminar flow 
reactor and jet stirred reactor at pressure up to 100 atm 
and 400-900 K. Dong et al. reported shock tube ignition 
delay at higher temperature (1000-1400 K) and 10 bar 
for NH3/n-heptane mixtures (up to 50 mol% of NH3) and 
reported similar results on simulation [19]. 

More recently Zhang et al. studied NH3/diesel 
mixtures in a high-pressure RCM [20], extending their 
early work [21] from 20 bar to 50 bar and reducing the 
diesel blending from 50% to 10% (by energy). 
Increasing diesel content greatly reduced the ignition 
delay, although the neat ammonia case was not reported 
(Fig. 3). A subset of cross reactions was considered in 
the kinetic mechanism, including that between diesel 
surrogate compounds (n-cetane, iso-cetane, 1-
methylnaphthalene) and NH2, NO, NO2, HN2O, as well 
as their peroxyl radical ROO and these N-containing 
species, which largely improved the simulation. 

 
Fig. 3 IDT of ammonia/diesel mixtures in RCM [20]. 
NRE represents ammonia energy ratio. Incorporating 
cross reactions between fuels (dashed lines) improved 
the simulation with a previous mechanism [21] (solid 
line).   
 

Ammonia/DME mixtures Dai et al. first studied 
NH3/DME mixtures in a RCM at 610 K to 1180 K and 

10–70 bar with ϕ= 0.5, 1.0 and 2 [3]. They reported that 
a small amount of DME, at the mole fraction of 2% and 
5% reduced the ignition delay of ammonia by more than 
an order of magnitude. A kinetic model including 
coupling reactions of nitrogen-containing species and 
DME was developed. Combined with the ab initio 
calculation for the rate coefficient of DME and NH2 
reaction, CH3OCH3+NH2= CH3OCH2 +NH3, the model 
well reproduced the measured ignition delay.  

Issayev et al. investigated autoignition of 
ammonia/DME mixtures in a RCM at 649-950 K and 20 
and 40 bar and confirmed the strong promotion effect 
with 5% DME in ammonia [22]. Jin et al. reported 
similarly strong promotion of DME on ammonia 
autoignition in a shock tube at 1150–1950 K and 1.4-10 
bar [23]. 

 

 
Fig. 4 IDT of ammonia/DME mixtures in RCM at 60 bar 
and =0.5 [3]. Lines represent simulation incorporating 
cross reactions between fuels. 
   

Ammonia/Hydrogen mixtures Hydrogen’s high 
autoignition temperature indicates a lower reactivity 
than most hydrocarbons. Nevertheless, studies have 
found that hydrogen strongly promotes ammonia 
autoignition.  

 He et al. reported the ignition delay of 
ammonia/hydrogen mixtures with 1-20 vol% hydrogen 
in a RCM at 20-60 bar, 950-1150 K and =0.5-2 [24]. 
They found strong promotion effect even at 1% 
hydrogen blending. However, the promotion effect was 
unable to be simulated by existing ammonia models. Dai 
et al. reported autoignition delays of NH3/H2 mixtures 
with 0-10 vol% H2 in a RCM at 20–75 bar, 1040–1210 
K and =0.5 -1.0 [25]. Similarly strong promotion was 
observed, which was reproduced well by a revised 
Glarborg model (unpublished). Chen et al. investigated 
the ignition delays of stoichiometric ammonia/hydrogen 
blends in a shock tube at higher temperatures (1020 to 
1945 K) and lower pressures (1.2 and 10 atm) and 0-70 
vol% hydrogen [26]. Existing mechanisms worked well 
at these conditions. They argued that hydrogen’s 
promoting effect is not due to change of ammonia’s 
oxidation pathways but enhancing the radical 
production, particularly via the reverse reaction of 
NH2+H2=NH3+H.  

An updated NH3/H2 mechanism is recently published 
by Zhang et al. [14] which was validated by shock tube 
ignition delays, JSR species profiles, and laminar flame 
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speeds. However, the high-pressure ignition delay in 
RCM were still not well reproduced.  

Hydrogen’s strong promotion on ammonia 
autoignition is demonstrated in Fig. 2 at engine relevant 
conditions, where 10% hydrogen reduces the ignition 
delay to be similar to methane. This makes hydrogen a 
promising ignition enhancer in ammonia engine, 
particularly considering the potential of on-board 
production from ammonia cracking. However, the 
chemistry at these pressure remains to be validated. 

3.2 Learning from Fundamental 
Experiments  

The review above demonstrates that autoignition of 
ammonia can be strongly promoted by a small amount 
of combustion enhancer. By contrast, laminar flame 
speed of ammonia cannot be promoted as effectively, 
except by hydrogen. Even for hydrogen, the promotion 
only becomes significant at blending level > 50 mol%, 
far less effective than the reduction in ignition delay. 
This suggests that compression ignition be the mode of 
combustion for overcoming ammonia’s slow burn 
problem in engine application. In this case, not only the 
ignition delay is shortened by enhancers, the ensuing 
autoignition also enables volumetric heat release of 
which the rate is much higher than that of a flame. 
Furthermore, for heavy-duty applications, ammonia 
engines likely operate with significant boost of pressure, 
which inhibits flame propagation but promotes 
autoignition, thus enhancing the chance of knock in SI 
engines. The learning from fundamental experiments 
will be applied in reviewing ammonia engines in the 
following.  

4. Enhancing Ammonia Combustion in IC 
Engines 

4.1 Ammonia Fuelled SI Engines  

Hydrogen as the only plausible enhancer for 
ammonia flame propagation has been investigated in 
several SI engine studies. In these studies, ammonia and 
hydrogen were fumigated into the engine, jointly or 
separately. Frigo and Gentili [27,28] investigated 
ammonia/hydrogen combustion in a 0.5 L single-
cylinder, naturally aspirated engine with a compression 
ratio (CR) of 10.7. Hydrogen content of 6-12% fuel 
energy was investigated over 2500-5000 rpm. The 
combustion of the NH3/H2 blends showed acceptable 
performance, but due to the lower burn rate the power 
and thermal efficiency were consistently lower than that 
of gasoline (Fig. 5), which also led to higher cycle-to-
cycle variations. The max load achieved was 
approximately 8 bar BMEP, which is ~ 20% lower than 
that of gasoline. 

Lhuillier et al. [29,30] investigated NH3/H2 mixtures 
in a 0.4 L single-cylinder engine with a CR of 10.5. 
Mixtures containing 0-60 mol% of H2 was studied at 
1500 rpm. Stable combustion (COV<5%) was achieved 
with 5% H2 blending at =0.8-1.2. The indicated thermal 
efficiency reached approximately 39% with 20% H2 but 

dropped considerably with higher blends, which the 
authors speculated due to the increased heat losses. 
Intake pressure up to 1.2 bar was used and the maximum 
load reported is approximately 9 bar IMEP. Hydrogen 
blending was found to mostly affect the burn rate during 
early flame propagation (from spark timing to 10% heat 
release, CA10). Although comparison with gasoline was 
not reported, the maximum IMEP is less than 50% of the 
stock engine, indicating large room for improvement.  
 

 

 
Fig. 5 Heat release rate (top) and brake power (bottom) 
of a NH3/H2 blend (6% H2 by energy) and gasoline in 
an SI engine at a fixed CR [27]. =1. Engine speed is 
3000 rpm for the heat release plot. 
 

To utilize the higher knock resistance of ammonia, 
SI engine with higher CRs has been used. Mørch et al. 
investigated NH3/H2 combustion in a CFR engine (single 
cylinder, 0.6 L) at a fixed engine speed of 1200 rpm and 
different compression ratios [31]. With 5-10 vol% H2 in 
ammonia, the reduced autoignition reactivity allowed a 
higher knock-limited compression ratio (13.58) than 
gasoline (6.23), increasing the indicated thermal 
efficiency (from 30% to 35%) as well as IMEP which 
reached a maximum of approximately 7 bar. 

Swift et al. investigated 0-10 vol% hydrogen in 
ammonia also in a CFR engine with CR of 14 and 17 at 
900 rpm [32]. They reported stable combustion with 5% 
hydrogen and achieved 43% indicated thermal 
efficiency without knock. Interestingly, they noted that 
the ringing intensity, an indicator of autoignition 
induced combustion noise, increased rather gently with 
spark advance, suggesting a mild autoignition that is 
distinctively different from hydrocarbon fuels (Fig. 6). 
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They speculated that spark assisted compression ignition 
(SACI) occurred at these conditions.  

 
Fig. 6 Ringing intensity vs. spark advance for 5 vol% H2 
in ammonia and pure methane in a CFR engine [32].  

 
These SI engine studies demonstrated that, despite 

the limited promotion of ammonia’s laminar flame 
speed, a small fraction of hydrogen, e.g. 10 vol%, could 
enable sufficient burn rate to achieve stable combustion, 
likely from the help of in-cylinder turbulence [30]. 
However, the combustion is still slower than gasoline at 
the same compression ratio which reduces the thermal 
efficiency and work output. Higher compression ratio 
therefore should be used to utilize the stronger knock 
resistance of NH3/H2 mixtures. With the gaseous fuel 
fumigated into the engine, the engine load is constrained 
by the volumetric efficiency. Considerable intake 
boosting is therefore required to achieve comparable 
loads to gasoline combustion, which is yet to be 
demonstrated. One caveat is that increasing pressure 
could promote autoignition while reducing flame speed, 
therefore, knock could become an issue limiting this 
approach. 

 

4.2 Ammonia Fuelled CI Engines  

Ammonia-Diesel Dual Fuel Engine. Many studies 
have been published recently on dual fuel ammonia-
diesel engine. Exclusively ammonia is fumigated or 
injected at the engine intake and diesel is direct injected 
before the end of the compression stroke to trigger the 
combustion. The combustion in these engines is 
fundamentally different from that in conventional diesel 
engine in that the diffusion burn barely occurs. Instead, 
both the pilot fuel and the fumigated charge primarily 
burn via autoignition. Here our review is limited to those 
using ammonia as the primary fuel, particularly those 
with no more than 20% diesel energy.  

Hiraoka et al. conducted experiments and CFD 
simulation of ammonia-diesel dual-fuel combustion in a 
0.76 L single-cylinder Yanmar engine (compression 
ratio unreported) [33]. Cases with 0-95% ammonia 
energy were investigated at 10 bar IMEP and 1200 rpm. 
Figure 9 shows the heat release rates of different cases. 
With 95% ammonia, the combustion shows a mild, 
single-peak heat release rate, whereas with 55% 
ammonia, the peak HRR is three time higher, suggesting 
considerable mixing of the pilot diesel and ammonia 

before autoigniting. On the other hand, the CFD results 
for the 95% ammonia case (which closely reproduced 
the experiment) shows that the pilot diesel autoignites 
rather locally at 7 CAD aTDC (near the peak of HRR) 
and the premixed ammonia/air mixture is barely affected 
by the heat and radicals from the pilot ignition. 
Therefore, the pilot ignition likely exerts its impact 
through the pressure rise generated which compress the 
premixed charge to autoignition.   

 

Fig. 7 Dual fuel CI engine combustion with 0, 55, and 
95% ammonia by energy. Top: measured cylinder 
pressure and heat release rate. Bottom: calculated OH 
and temperature contour at 7 CAD aTDC with 95% 
ammonia blending [33].   
 

Jin et al. investigated ammonia-diesel dual 
combustion in a 1.58 L single-cylinder engine 
(retrofitted from a six-cylinder engine) with a 
compression ratio of 18.5 [34]. Ammonia energy 
blending from 0-90% were investigated at 6 bar IMEP 
and 1000 rpm. The diesel injection timing was fixed at -
14 CAD aTDC. Similar to the observation of Hiraoka et 
al., increasing ammonia content (0-50%) delayed the 
start of combustion, causing more rapid pressure rise and 
larger fraction burned in the premixed mode (Fig. 8). 
Above 50% of ammonia blending, the premixed burn 
fraction shrinked rapidly followed by a long tail of slow 
heat release, likely due to flame propagation through the 
rest ammonia charge. The combustion quality 
deteriorated with increasing ammonia blending, 
particularly for the 80% and 90% cases, indicating that 
the pilot fuel (injected at a fixed timing) became 
increasingly difficult to ignite the premixed charge. Split 
diesel injections have been attempted by the authors as 
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well as by Mi et al. [35] but the effectiveness was not 
evident.  
 

 

 
Fig. 8 Cylinder pressure and heat release rate of dual fuel 
CI engine combustion with 0-90% ammonia by energy 
at a fixed pilot injection timing [34]. 

 
Nadimi et al. investigated ammonia/diesel dual-fuel 

combustion in a 0.4 L single-cylinder engine with a CR 
of 16.5 at 1200 rpm [36]. Ammonia energy blending 
from 0-84% were studied at 7.5 bar IMEP. The pilot 
injection was fixed at 15.5 CAD bTDC. Similar impact 
of ammonia blending on heat release rates was reported. 
However, due to the base case having an overly 
advanced combustion timing (earlier than the MBT 
timing), the combustion retard caused by ammonia 
blending increased the thermal efficiency.  

These studies indicated that injecting timing for the 
pilot fuel affects the combustion timing and engine 
performance. Mounaim Rousselle et al. investigated 
ammonia/n-dodecane dual-fuel combustion in a 0.5 L 
single-cylinder engine with a CR of 16.4 [37]. By 
varying the injection timing and applying split diesel 
injection (Fig. 9) they achieved 7.5 bar IMEP and 34% 
indicated thermal efficiency at 1000 rpm with as little as 
1.5% n-dodecane by energy. Their results demonstrated 
the potential of optimizing injection strategy for 
controlling the combustion and minimizing the enhancer 
use for ammonia engine. However, injection 
optimization with practical diesel fuel under different 
engine operation conditions remain to be demonstrated.  

 
 
 

 

 
Fig. 9 Injection strategy (top) and diesel energy fraction 
required for achieving stable combustion (bottom) in a 
dual-fuel ammonia CI engine [37]. 
 

Ammonia-DME CI Engine The strong promotion 
of ammonia autoignition make DME a promising 
enhancer for CI engine. However, few studies have been 
conducted on this topic. Kong et al. [38,39] reported 
combustion of pre-blended ammonia-DME mixtures 
(with up to 60 wt% ammonia) in a 0.32 L single-cylinder 
engine with a compression ratio of 20:1. A GDI injector 
was used to deliver the blended fuel to the engine. The 
combustion occurred at low loads (up to 3.2 bar BMEP) 
and a range of injection timing was investigated over 
engine speed of 2200-3600 rpm. They reported that the 
engine operation became increasingly limited as more 
ammonia was blended due to the combustion becoming 
less stable and more HCCI like. An example result is 
shown in Fig. 10. Fumigating ammonia and direct 
injecting DME, as in the ammonia-diesel dual-fuel case, 
have not been reported.  
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Fig. 10 Cylinder pressure and HRR of pure DME and 60 
wt% ammonia in DME. SOI = 160 CAD bTDC [39]. 
 

Ammonia-Hydrogen CI Engine 
Pochet et al. first investigated HCCI combustion with 
ammonia/hydrogen blends in a 0.5 L single-cylinder 
engine with a CR of 16:1 [40] and then in a 0.44 L single-
cylinder engine with a CR of 22:1 [41], both at 1500 
rpm. The experiment started with pure hydrogen, and 
ammonia was gradually introduced by increasing the 
intake temperature. For a given fuel energy input, 
increasing ammonia fraction reduced the heat release 
rate and the ringing intensity. As a result, for a given 
pressure rise rate, ammonia blends enabled higher 
engine load than pure hydrogen. HCCI combustion with 
up to 94 vol% ammonia was achieved. However, rather 
low load, ~ 5 bar IMEP, was reported [41].  
 

 
Fig. 11 Heat release rate of HCCI combustion with pure 
hydrogen and 8 vol% hydrogen in ammonia. At similar 
pressure rise rate, the ammonia/hydrogen mixture allows 
higher fuelling rate and engine load [41].  
 
Given the lack of control for HCCI combustion, Reggeti 
et al. investigated spark-assisted compression ignition 
with ammonia/hydrogen mixtures in a CFR engine with 
a fixed CR of 18 at 900 and 1200 rpm [42]. The SACI 
approach has been demonstrated for neat ammonia by 
[43]. Stoichiometric mixtures were used with 0-5 vol% 
hydrogen in ammonia. Although the investigation was at 
rather low loads, ~3 bar IMEP, the spark assistance 
effectively promoted the combustion, and reduced the 
impact (requirement) of intake heating. Consequently, 
the combustion timing and duration are effectively 
controlled (Fig. 12). The energy release by the SI flame 
and autoignition is estimated, where the former 
accounted for ~ 25% of total energy release. In addition, 
the autoignition of ammonia/hydrogen mixtures show 
distinctively different response to spark advance 
compared with gasoline (Fig. 12). With ammonia 
blends, 1 CAD spark advance caused approximately ~ 1 
CAD of autoignition advance, compared with ~ 0.2 CAD 
autoignition advance with gasoline. This is likely due to 
the slow heat release rate post autoignition. Additional 
investigation of engine speed, load, and cylinder charge 
motion/turbulence was recommended by the authors. 

 

 

 
 
Fig. 12 Spark-assisted compression ignition of 2.5 vol% 
hydrogen in ammonia. Top: response of heat release rate 
to spark timing. Bottom: response of SI% of heat release 
and autoignition timing to spark timing [42]. 
 

4.3 Summary of Ammonia Engine 
Development  

From the review in section, SI engines using hydrogen 
as the enhancer and dual fuel CI engine using diesel pilot 
are most advanced in term of development. CI engines 
using DME and hydrogen have been demonstrated but 
only at low loads. For all cases, further work is required 
to demonstrate engine load and thermal efficiency 
comparable to that using conventional fuels. This is a 
significant task, as modern turbocharged engines often 
achieve a BMEP of 20 bar, and 50% brake thermal 
efficiency is common for heavy duty engines. Out of the 
enhancer/engine combinations, SI engine with hydrogen 
as the enhancer might be limited by engine knock at high 
intake boost which is required for achieving high load. 
Dual-fuel diesel-ammonia engine might be limited by 
the diesel consumption which limits the GHG emission 
benefit. Advanced CI engines with DME and H2, 
although less developed at this stage, could offer more 
potentials given ammonia’s high response to small 
additon of enhancers. Control of the combustion timing 
and heat release rate, the classic topic for low 
temperature combustion engines, are required for 
successful development of this technology. The slow 
oxidation kinetics of ammonia could offer some unique 
advantages in comparison with hydrocarbon fuels, as 
evidenced by the SACI combustion [42].  
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5. Concluding Remarks 

Ammonia combustion, whether in a flame or via 
autoignition, is difficult to start and slow to complete. 
Fundamental experiments identified that enhancing 
ammonia’s autoignition is much more effective than 
enhancing its flame propagation, suggesting CI engine 
as a more favourable venue for using ammonia fuels. 
Given the potential heavy-duty applications and the high 
cost of renewable fuels (both ammonia and enhancers), 
ammonia engine should be designed not only with 
reasonable burn rate but to deliver high performance 
combustion to utilize efficiently and effectively the 
carbon-free fuel. Major R&D efforts are required to 
achieve this target with the following fuel/engine 
combinations recommended from this review: 
 SI engine with hydrogen as the enhancer. This 

needs to be combined with strong in-cylinder 
turbulence and to be further demonstrated for 
boosted combustion to achieve high load.  

 Ammonia-diesel dual fuel CI engine with properly 
tuned injection strategy across engine operation 
map. Reducing diesel consumption is required to 
maximize the GHG emission benefit.  

 Ammonia-DME CI engine with DME premixed 
with ammonia or injected as a pilot fuel. High load 
operation with robust combustion control is to be 
demonstrated. Minimizing DME consumption 
also required. 

 Ammonia-Hydrogen premixed CI engine with 
ignition assistance. High load operation with 
robust combustion control is to be demonstrated 
with different ignition assistant methods.  
 

Fundamental research is needed for 1) interaction 
chemistry between the nominated combustion enhancers 
and N-containing species from ammonia oxidation, and 
2) thermo-kinetic-turbulence interactions related to 
hydrogen enhanced flame propagation and compression 
ignition with pilot fuel and spark assistance.  

Although not reviewed in this work, direct injection 
of ammonia and enhancers could effectively increase the 
volumetric efficiency and enable high loads. The impact 
on charge preparation and combustion (flame or 
autoignition) should be investigated and understood. 
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Abstract 
The performance of a scaled industrial, non-premixed, low-swirl burner design was experimentally investigated for 

hydrogen addition to natural gas. Two strategies for introducing hydrogen are considered, namely, conserving (i) heat 
input and (ii) velocity/volumetric flow of the original fuel. This work characterises the effects on key performance metrics 
of the burner as hydrogen fraction is increased. Compared with natural gas, the results with hydrogen showed a 33% 
reduction in the radiant fraction and up to a 380% increase in NOx emissions. The lift-off height was reduced by a 
maximum of 23% and 51% for addition of 10 and 30 vol% hydrogen addition, respectively, with 100% cases becoming 
completely attached to the burner. The influence of hydrogen-addition strategy and air adjustment was shown to be 
significant with respect to NOx emissions but less significant than the resulting changes in fuel composition and heat input 
with respect to flame appearance, stability and radiant heat transfer. 

Keywords: low-swirl, burner, non-premixed, turbulent, hydrogen 
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Examining hydrogen premixed flames using a high-pressure 
burner  
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Abstract 
This work introduces a burner aimed at studying combustion stability of turbulent hydrogen premixed flames at elevated pressures. 

The burner is designed to test a range of hydrogen mole fractions from 0-1. In this paper, the combustion stability of lean premixed 
hydrogen flames is investigated under a range of combustor pressures from 1.1 – 8.7 bar. The flow Reynolds number covered in the 
study varies between 6,000 and 29,700 while the equivalence ratio, flow velocity and the jet diameter are kept constant at 0.47, ~12 
m/s, 5mm, respectively. The intensity of the flame heat release rate was estimated by capturing the OH* chemiluminescence. The com-
bustor pressure has an important impact on the flame shape and height. At elevated pressures, the flame shortens and the region with 
the maximum intensity of the heat release rate changes from the tip of the flame to the shoulder. There is also a non-monotonic rela-
tionship between the amplitude of the normalised pressure fluctuations and the combustor mean pressure, highlighting the complex 
interaction between the flame and chamber acoustics.  

Keywords: hydrogen, combustion stability, canonical flame, flashback 
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Abstract 
Direct numerical simulations of low Mach, transitional reacting syngas (CO/H2) counterflowing shear layers under three Kelvin-

Helmholtz narrowband perturbations of different wavenumber ranges are performed. Transition to turbulence is induced by Kelvin-
Helmholtz instabilities (KHIs) imposed on the initial velocity field through a vector potential approach to ensure a divergence-free 
velocity field in the initialisation. Integral mixing layer thickness measures were employed to track the growth of the reacting shear 
layer. The growth of the mixing layer is a function of the initial KHI perturbation wavelength and the streamwise velocity difference 
between the free streams, such that normalised plots of momentum and vorticity thicknesses showed evident collapse. Scalar dissipation 
thickness was compared between the different cases to characterise the onset of self-similar mixing, and it was determined that larger 
wavenumber initial perturbations achieve a more prominent mixing transition. This is supported by the mixture fraction variance where 
only the larger wavenumber cases homogenised their distinct scalar variance peaks. The enhanced mixing in larger wavenumber cases 
results in a more flamelet-like flame profile, as observed from pdfs of temperature and OH radicals.  

Keywords: non-premixed, turbulent combustion, transitional regimes 
 

1. Introduction 

Turbulent mixing is a fundamental process that 
governs fluid flow behaviour in a wide range of natural 
and engineered systems. The challenge of studying 
turbulent mixing is due to the wide range of spatial and 
temporal scales involved and the coupling between the 
different fluid properties that affect the flow dynamics. 
With combustion, the complexity is exacerbated due to 
the interdependence of fluid dynamics, chemistry, and 
heat transfer. Therefore, understanding the primary 
turbulent-inducing instabilities and their mechanisms that 
lead to turbulent mixing is pivotal when optimising and 
designing for applications where turbulent mixing is 
critical. 

Direct numerical simulations (DNS) of temporally 
evolving, reacting shear layers are performed here. Shear 
layer configurations have been extensively adopted [1,2]. 
Since the focus has normally been on the fully developed 
turbulent state rather than the transitional regime, the 
initial conditions in such studies usually consist of a 
broadband isotropic turbulent energy spectrum producing 
a rapid development of fully developed turbulence. 
Reacting shear-layer studies focusing on initialising the 
flow field with physically realistic initial perturbations are 
scarce. Some earlier work indicates that although the 
effects of initial conditions are diluted when the flow 
reaches fully developed turbulence, a degree of sensitivity 
remains. For example, there are discrepancies between 
experiments conducted to measure the normalised 
vorticity thickness and other turbulent statistics in fully 
developed high Reynolds number mixing layers [3]. This 
is particularly important to combustion applications, 
implying that initial flow conditions can influence species 
mixing and flame stability.  

Non-reacting mixing layer research suggests that the 
fully developed turbulent state exhibits some sensitivity 
to the narrowband wavelength range of the primary KHI 
instabilities. Vreman et al. [4] thoroughly compared 
dynamic and non-dynamic subgrid models for the 
turbulent stress tensor employing incompressible large-
eddy simulations. They built up on Rogers & Moser's [5] 
focus on vortex pairing events as the transition-inducing 
phenomena in mixing layers by realising that a state of 
self-similarity is only achieved in their LES if at least 
three pairing events took place. This finding has indirect 
implications on the wavelength of the seeding 
perturbation as it dictates, particularly for temporal 
simulations, that the most unstable mode of the 
perturbation should not have a wavelength greater than 
1/8th of the streamwise domain dimension if fully 
developed turbulence is to be achieved. Baltzer [2] used 
this finding to investigate variable density effects in shear 
flows. The initial perturbation was seeded by 64 
wavelengths of the most unstable mode in all their 
simulations, indicating six different vortex pairing events, 
i.e. double the number of pairing events suggested in [4]. 
This ensured a quick transition to turbulence and clear 
self-similarity. Almagro et al. [6] stressed the importance 
of running different realisations of the same initial 
conditions used by Pantano [1], finding that slight 
variations of the initial conditions (while still pertaining 
to the same overall spectral profile) affect the late time 
turbulent structures and statistics observed, where late 
time is defined as the time-period when the flow evolution 
is statistically characterized as self-similar [1-3,5-6]. 

The present work is part of ongoing research to 
understand transition to turbulence in reacting flows with 
particular interest in its application to high-speed 
propulsion where fuel and oxidiser may be initially 
laminar but rapid mixing is required for viable 
combustion. Specifically, we analyse the dependence of 
late-time mixing statistics on primary Kelvin-Helmholtz 
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instabilities with different narrowband wavelength 
ranges. 

2. Simulation Setup 

The DNS is undertaken using the compressible solver 
called Flamenco. It is a Godunov-type finite volume 
solver run with a fifth-order MUSCL scheme for the 
spatial reconstruction of the inviscid terms [9]. To reduce 
dissipation and maintain adequate resolution of low Mach 
features, the pressure and density variations are scaled 
through a low Mach correction while still utilising the 
compressible governing equations [10]. The Harten, Lax 
and Leer Contact (HLLC) Riemann solver calculates the 
inviscid flux component [11], while the viscous and 
diffusive terms are computed using second-order central 
differences. Temporal integration is achieved via a 
second-order total variation diminishing (TVD) Runge–
Kutta scheme[12]. The ideal-gas law is used for the 
thermodynamics with JANAF polynomials used to 
compute the specific heat capacities and hence the internal 
energies and enthalpies. Non-differential diffusion with 
unity Lewis number assumption is employed as the effect 
of differential diffusion on the present flow conditions is 
minimal [7,8]. Temperature-dependent viscosity is 
modelled by Sutherland's law, and Fourier heat 
conduction and Fickian molecular diffusion models are 
used. Since all species have equal diffusivities, the same 
Sutherland constants are employed throughout. The 
thermal conductivity is calculated from the kinetic theory. 
Hence, the resulting Schmidt (Sc) and Prandtl (Pr) 
numbers across the domain are equal (due to the unity 
Lewis number) but not explicitly defined. Inspection of 
the initial conditions shows a domain average Sc/Pr of 
~0.7, which is common in studies for fuel-air mixtures [1]. 

The flow setup is based on the temporally evolving, 
non-premixed syngas shear layer DNS in [7]. The 
computational domain is 3D Cartesian, with x,y, and z  

 
Figure 1 Domain setup and coordinate system (a) and surface 

contours of mixture fraction in Case A at 
,

10(b) and late 

time corresponding to Comparison Point marked in Figure 3. 

denoting the cross-stream, streamwise, and spanwise 
directions, respectively, as shown in Figure 1. The syngas 
fuel stream is diluted with nitrogen to allow for a 
computationally affordable, resolved reaction zone. The 
H2:CO:N2 volume ratio of 1:5:4 giving a stoichiometric 

mixture fraction of 0.42. The oxidiser stream is a 1:4 by-
volume mixture of O2 and N2. Initially, the fuel and 
oxidiser free-streams flow in opposite directions with a 

velocity magnitude of  and a differential of Δ𝑈. Both 

free streams have an initial temperature of 500 K. The 
densities of the free-stream fuel and oxidiser streams are 
0.5429 kg/𝑚  and 0.7071 kg/𝑚 , respectively.  

Table 1 provides an overview of the three DNS cases 
investigated here. The KHI is induced via a narrowband 
range of multimode velocity perturbations (derived from 
linear theory) at the fuel-oxidiser interface. Three 
different narrowband ranges are discussed here where 
𝑘  and 𝑘  denote the smallest and largest 

wavenumber for each case and 𝑘 . All three velocity 

perturbations have the same total energy in spectral space. 
The term narrow is used here to emphasize the narrow 
bandwidth of the perturbation length scale, where the ratio 
of the largest to smallest perturbation wavelength does not 
exceed 2 as shown in Table 1. The Mach number was 
increased with increasing wavenumber range to keep the 
initial Reynolds number constant. Although Case C has 
the same non-dimensional initial wavenumber range as A, 
it has a larger domain. This results in an effectively larger 
narrowband range, hence the lower initial Mach number. 
 
Table 1 Case names and simulation parameters.  

Case 𝑴𝒂𝒄 𝒌𝒎𝒊𝒏
𝒌𝟎

𝒏
𝒌𝒎𝒂𝒙 

𝒌𝟎
 

𝑳𝒙 
𝜹𝒎,𝟎

𝑳𝒚 

𝜹𝒎,𝟎

𝑳𝒛 
𝜹𝒎,𝟎

 
  𝑵𝒙
𝑵𝒚

𝑵𝒛  
A 0.16 4 𝑛 8  524.2 600 400  504

576
384  

B 0.32 8 𝑛 16  524.2 600 400  1344
1152
768  

C 
 

0.08 4 𝑛 8  699 1200 800  336
576
384  

 

Figure 2 Integral mixing layer thicknesses for Case A (solid black), 
Case B (dotted blue), and Case C (dashed red). Simulations are 
stopped once domain boundary effects become important. 
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The grid resolutions are provided in Table 1. A thorough 
mesh convergence study was conducted for Case A, 
where three different mesh resolutions were considered, 
doubling the resolution between each case. The 
convergence study (not shown for brevity) showed grid 
convergence for key second-order fluctuation gradients 
including scalar dissipation, integral, Taylor, and 
Kolmogorov length scales, and integral scalar measures 
including total turbulent kinetic energy, enstrophy, and 
heat release rate. The grid resolutions for Cases B and C 
were obtained through scaling (from the converged 
resolution of A’s mesh convergence study) with the initial 
narrowband KHI wavelength range. 

3.Results 

Figure 1 (b) shows isosurfaces of mixture fraction in the 
vicinity of the mixing layer around the start of the onset 
of turbulence where the initial perturbations have non-
linearly grown to form non-coherent vortex structures that 
are beginning to exhibit three-dimensional variation. 
Figure 1(c) shows the mixture fraction isosurfaces at later 
time which is more representative of turbulent mixing 
behaviour. 

Our focus is on the late time fields and their 
dependence on the initial narrowband wavelength range 
of the perturbations. Figure 2 shows the evolution of two 
integral measures of mixing layer thickness, namely the 
momentum thickness, 𝛿 , and the vorticity thickness, 𝛿 . 
These are defined as: 

𝛿  𝑑𝑥                                (1) 

𝛿
| , |

|𝜔 |𝑑𝑥                  (2) 

Quantities denoted by .  , are ensemble averages in the 
homogeneous plane at a given time instant. 𝑈  is the 
streamwise velocity, and 𝜔  is the spanwise vorticity. 
Both thicknesses show a similar trend where cases that are 
initialised with smaller wavenumbers have slower growth 
but can attain higher non-dimensional time before domain 
boundary effects become apparent. Figure 2 (right) shows 
that upon normalizing both the time and the thickness 
measures by the initial perturbation minimum 
wavelength, 𝜆 , there is a collapse to a single trend. At 
late times the trend is linear representing self-similar fully 
turbulent regime with constant growth rate. The results in 
Figure 2 indicate a direct dependence of mixing layer 
growth on the initial perturbation and that this dependence 
extends to late time, beyond the initial transition period 
regime. 

To better observe the extent of the self-similar mixing 
regime attained by each of the cases, time evolution of the 
scalar dissipation thickness: 
𝐿 2𝐷 ∇𝑍 𝑑𝑥                  (3) 
is shown in Figure 3, where 𝐿  is normalized by the 
product of the Favre averaged variance in the domain 
center plane and Δ𝑈. After an initial rapid growth, the 
scalar dissipation thickness in Case B and to a lesser 
extent in Case A tend to stabilize to a constant value, 
indicating that larger wavenumber perturbations are better 
predisposed to sustaining self-similar evolution. With 

time evolution, the mixing layers are growing as shown in 
Figure 2, but scalar gradients are reducing due to 
enhanced mixing, so in self-similar growth, these two 
effects are expected to balance such that a total measure 
of the diminishing scalar gradients in the vicinity of the 
growing mixing layer should stabilise to a constant value. 
To compare these two cases at late time, the non-
dimensional time corresponding to a similar 𝐿  value 
between the two cases is indicated by a cross on the right 
plot for Figure 3. The oscillations observed in the smaller 
wavenumber cases are indicative of mode saturation and 
statistical noise due to finite domain effects as the mixing 
layer significantly extends in the cross-stream direction as 
shown in Figure 4 (b) for Case A relative to (c) for Case 
B. The effect this has on mixing and flame development 
is observed through Favre plane averaged mixture 
fraction variance as outlined for the different cases at three 
different times in Figure 4 (a).  

  
Figure 3 Scalar dissipation thickness measure with time 
normalised by initial momentum thickness (left) and initial 
perturbation wavelength (right). Same plot colour reference as 
Figure1. 

Figure 4 Favre averaged mixture fraction (a) with same plot 
colour reference as previous figures, and scalar dissipation 
contours for Case A (b) and Case B (c) at normalised time 
corresponding to the Comparison Point marked in Figure 3. 

The last row of plots in Figure 4 (a) corresponds to the 
non-dimensional time marked in Figure 3, which is not 
attained by Case C. At early time, the mixture fraction 
variance forms two distinct peaks for all cases as expected 
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due to the entrainment of fuel and oxidizer streams to the 
center of the mixing layer leading to sharp differences in 
mixture fraction at the interface of the shear layer with the 
free streams. As the mixing layer grows and homogenizes, 
these two distinct peaks should merge into a single peak, 
which is a defining element of the mixing transition onset. 
This is clearly observed for B at the same normalized time 
where its scalar dissipation thickness begins its plateau, 
while A is still within the transitional mixing regime. The 
heat release rate plots indicate more burning with higher 
wavenumbers. Inspection of conditional pdfs in Figure 5 
help explain the difference in flame behaviour between 
Cases B and A at the same normalized time. 

 
Figure 5 Conditional pdfs at stoichiometric mixture fraction are 
shown for both temperature and OH at normalised time 
corresponding to the Comparison Point marked in Figure 3 . 

B sustains a more uniform flame with a thick reaction 
zone (not shown here) and a more flamelet-representative 
behavior. Whereas A’s pdfs showcase a more distributed 
flame with isolated pockets that increasingly ignite over 
time and therefore produce higher absolute temperature 
and OH mass fraction values. This aligns with the mixing 
behavior of both cases, which explains the resulting flame 
attributes. 

4.Conclusion 

The effect of the initial perturbation wavelengths on the 
mixing layer development and chemistry in reacting shear 
layers is investigated. The growth of the mixing layer, 
even at late times, appears to be directly dependent on the 
initial narrowband wavelength range of the perturbation. 
Mixing layers induced by perturbations of larger 
narrowband wavenumbers grow less rapidly than ones 
induced by smaller wavenumbers. However, larger 
wavenumber cases can attain the mixing transition and 
self-similarly evolve, while smaller wavenumber cases 
are more resistant to transitioning into a fully turbulent 
regime. This could simply be due to smaller wavenumber 
cases requiring longer absolute time to reach the same 

normalized time 
,

 . However, discrepancies 

continue to manifest in the mixing statistics, at the same 
normalized time instance for the different cases, even 
when it is late enough in the flow evolution such that the 
rate of mixing appears to have stabilized. This potentially 
indicates that time is not the only factor to affect the onset 
of self-similar mixing with varying the initial perturbation 
wavenumber. The disparity in the mixing behavior 
between the cases results in clear distinction in the late-
time flame profiles and combustion efficiency even at 
times when the different cases maintain similar scalar 
dissipation measures. 
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Abstract 
This paper employs the Sydney inhomogeneous burner to report novel measurements of flame stability for CH4 and blends of H2 

with NH3 at a range of pressures. The CH4 flames cover a range of pressures from 1-4 bar for two pilot power configurations. The 
NH3 flames are blended with 40%, 30 % and 20 % H2 for two pressures, 1 and 2 bar. All fuels show a decrease in blow-off velocity 
for an increase in pressure, although correspondingly, an increase in Reynolds number blow-off with pressure. High-speed 10 kHz 
OH-PLIF imaging was obtained to highlight how the OH layer becomes unstable and broken as the flames approach blow-off and 
further indicate the relative differences in break-up for different pressures. For the comparable CH4 laminar flame speed, a blend of 
NH3/H2=60/40, the NH3/H2 flame had a significantly higher blow-off velocity, further emphasized by the lower powered pilot required. 
Laminar 1-D opposed flow calculations show the difference in stability between methane and NH3/H2, are more closely related to 
extinction strain rates, attributed to H2 diffusion. 

Keywords: turbulent jet flames, flame stability, high pressure 
 

 
1 Introduction 
As the energy sector progresses towards  
decarbonization, power fuels such as H2 and NH3 are 
becoming increasingly important [1]. Ammonia and H2 
have somewhat complementary properties. Gaseous H2 
has a very high flame speed, wide flammability limits 
and low volumetric energy density. Contrarily, liquid 
NH3 has a low flame speed, narrow flammability limits 
and relatively high energy density [2]. The 
complementary properties mean that blending, and 
furthermore, partial cracking of NH3 is a viable option. 
The large global energy demand entails that the process 
will be slow to switch to these fuels, since the 
infrastructure is currently unavailable. As such 
hydrocarbon-based fuels will be highly relevant for the 
foreseeable future, and partial blending with these green 
fuels will be a viable alternative in the near term. 

The need to understand the combustion process of 
NH3/H2, and the varying the blends, is therefore the focus 
of the paper. The focus is to understand these blends in 
relation to CH4, where a NH3/H2 blend, comparable to 
the flame speed of CH4 is used. Furthermore, the fuels 
were characterised under turbulent and elevated pressure 
conditions, where flame speeds and diffusion change 
significantly, particularly relevant for H2. A comparison 
between CH4 and blends of H2/NH3/N2 (cracked 40 %), 
in a turbulent bluff-body burner [3], highlighted that the 
blow-off velocity was an order of magnitude higher for 
the NH3 blend. Furthermore, Raman-based 
measurements of NH3/H2/N2 jet flames showed that 
significant H2 diffusion occurred near the nozzle, ahead 
of the NH3, providing additional stability [4]. 

The Sydney inhomogeneous burner [5] was used, in this 
study, in the KAUST high pressure (HPCD) duct 
operating at partially premixed/ homogeneous 
conditions. The flow through duct enables high-pressure 
conditions in a controlled experimental manner, with 
laser and optical access. This paper presents novel results 
to understand the sensitivity of NH3 addition to H2 
piloted jet flames at atmospheric and high-pressure 
conditions. In addition, it extends the understanding of 
the well-studied inhomogeneous burner, to now include 
pressure effects and correlations. 

2 Setup 
The Sydney inhomogeneous burner was used throughout 
this experiment. The burner consists of three concentric 
tubes, an outer pilot, with an inner diameter (ØP, ID = 13 
mm), the middle annulus(ØA, ID = 5.5 mm) and the central 
jet(ØJ, ID = 2.85 mm). The fuel enters through the central 
fuel jet and the air through the annulus. The mixing 
within this burner is controlled by recessing the central 
fuel jet within the annulus, providing inhomogeneous 
conditions. The equivalence ratio is the global 
equivalence ratio between the fuel and air and is kept 
constant at φ=4.76 throughout the study. Throughout this 
paper, the burner was operated in the homogeneous 
mode with a recess distance of Lr = 300 mm, such that 
the fuel and air are well mixed by the exit plane for this 
jet recess.  

The experiment was conducted in the High-Pressure 
Combustion Duct (HPCD) at KAUST. The combustion 
duct consists of two high-flow rate air supplies, one for 
the annulus and one for the coflow, that shrouds the 
burner. The pressure is maintained using a diaphragm 
that is either closed or opened to increase or decrease the 
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pressure respectively. An additional bypass valve 
enables an increased amount of air to flow through the 
chamber to better regulate the temperature and acoustic 
stability of the duct. 

A high-speed 10 kHz Edgewave Nd:YAG laser was used 
to pump ethanol and rhodamine 6G dye to excite the Q1 
OH branch at 283.9 nm. The system produced 
approximately 2.5 W at 283 nm, such that the laser beam 
could be expanded to produce a 100 mm beam at the 
probe volume. The beam was expanded using a F = -20 
mm cylindrical lens in combination with a F = 1000 mm 
focal lens, to create a 100mm high by 200 µm sheet. The 
duct consists of six windows, one quartz window enables 
the UV, 283 nm, laser to enter whilst another quartz 
window is used to collect the ~310 nm UV emission. The 
planar laser induced fluorescence (PLIF) emission was 
collected using a Cerco UV 100 mm F/2.8 Sodern lens, 
coupled to a dual stage intensifier with a LaVision 10 
kHz camera; ambient light and interference were 
removed using a 310nm ±10 nm band pass filter. 

3 Experimental Description 
The pilot composition was ethylene (C2H4) and air, for 
each fuel. However, it was stoichiometric for the CH4 
flames and lean (φ = 0.8) for the NH3/ H2 flames. The 
equivalence ratio was altered to ensure that the pilot 
cones always exited the tip of the pilot, for a chosen pilot 
power. The NH3/H2 flames, particularly NH3/H2 = 60/40, 
were highly reactive and difficult to achieve blow-off at 
a reasonable stoichiometric pilot of QPilot = 1200 – 1800 
W, which was used for CH4. Therefore, a lowered pilot 
power of QPilot= 300 – 600 W was used; the lean 
composition was required to produce elongated pilot 
cones. Scaling of blow-off velocity and pilot power has 
previously been studied [6] and showed to have a 
stronger dependance on pilot adiabatic flame 
temperature. As such, the difference between the powers 
for the CH4 and H2 flames are well understood and 
further highlighted the reactive nature of the H2/NH3 
blends. 

The pilot was increased from QPilot = 1200 to 1800 W for 
pressures exceeding 3 bar for the CH4 flames; this 
ensured that the pilot cones still exited the pilot tip. 
Similarly, the pilot was increased from QPilot = 300 to 600 
W for the NH3/H2=70/30 flames at 4 bar. A common 
pressure was taken at the lower and higher pilot powers, 
for each fuel, to obtain the relevant stability differences. 
The pilot, pressures and fuels used throughout the 
experiment are given in Table 1.  

At high pressures, high flow rates up to 100 SLM of CH4 
and NH3 were required. These high flow rates produce 
significant power of up to 80 kW in the duct, creating 
high temperatures in the exhaust. The high temperatures 
can cause damage to the diaphragm, as such, the burner 

is turned on for short periods; turned on long enough to 
establish steady-state conditions, identify blow-off and 
take OH measurements. This in turn meant that the OH-
PLIF measurements needed to be taken at high speed, 
where 1000 images were taken here for each condition 
and location.  

Table 1 Fuels used and their corresponding pressures and pilot 
conditions, the asterix (*) indicates the similar CH4 and H2/NH3 flame 
speed case. 

Fuel jet  Pressure (Bar) 
QPilot 
(W) 

ΦGlobal 
SL 

(cm/s) 

CH4 
-1, 1.5, 2, 2.5, 3 
-3, 3.5, 4 

-1200 
-1800 

4.76 
37* 

NH3/H2=60/40 -1, 2 -300 4.76 30* 

NH3/H2=70/30 
-1, 2 
-4 

-300 
-600 

4.76 
17 

NH3/H2=80/20 - 1, 2 -300 4.76 12 

It is noted, that if a pilot power is to be maintained across 
a range of pressures, the length of the pilot cones should 
be significant at the lower pressure. An increase in 
pressure correspondingly increases the density and 
reduces the velocity. Therefore, at higher pressure, the 
flash back propensity significantly increases due to both 
a lower velocity but also a reduction in the quenching 
distance. 

Velocities for each fuel varied from 10 m/s until blow-
off, at roughly 5- 10 m/s increments. At each velocity, 
1000 OH-PLIF images were recorded. The OH-PLIF 
was used to identify how, with increasing velocity, the 
flame structure changed as it approached blow-off. The 
OH-PLIF methodology was particularly required for 
high pressures where significant flow rates couldn’t be 
reached, or the acoustic feedback in the chamber was 
such that the blow-off velocity couldn’t be achieved. 

The camera was fixed at a height of~ 60 mm above the 
burner, the field of view (FOV) captured the location just 
above the pilot and included the known region of local 
extinction, around 10 – 15 x/D. For specific velocities, 
including low (stable), medium (partial extinction) and 
at 80 % blow-off, full flame images were taken. 

4 Results 
Single OH-PLIF images for CH4 are presented in Figure 
1 for 1 bar and a range of velocities approaching blow-
off. The CH4 flame images, of OH, are like those for 
NH3/H2 so for brevity they are not presented here. It is 
evident that at 10 – 40 m/s there is a continuous OH layer 
on either side of the central fuel jet. At 50 m/s, the OH 
layer is no longer continuous, where breaks in the OH 
layer are observed around 16 x/D. For increasing 
velocity, the OH layer further breaks, and by 70 m/s, the 
breaks have gotten larger and moved farther upstream, to 
about 9 x/D. Further increasing the velocity to 90 m/s, 
there are now larger portions without OH, and the only 
continuous OH layer is at 3 x/D to 8 x/D, and this is due 
to the pilot.
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Figure 1: Instantaneous OH-PLIF images for CH4 at 1 bar for a range of velocities approaching blow-off.

For this CH4 case (1 bar), the blow-off velocity was 
determined to be 95 ms-1. As such, the U = 90 ms-1 
image is at 95 % blow-off. Similarly, U = 75 ms-1 is at 
80 % of blow-off (shown in Figure 2). This velocity case 
exhibits a continuous flame front near the pilot and 
extinction events around 15 x/D. 

The full flame OH-PLIF images are shown in Figure 2, 
for three velocities for the CH4 flames, at 1 bar, given in 
Figure 1. The almost laminar flame, at 10 ms-1, has a 
continuous OH structure upstream. The 40 ms-1 flame, 
equating to 42 % blow-off, is still momentum-driven 
downstream with two distinct OH layers. For the 75 ms-

1 case (80 % of the blow-off velocity) there are distinct 
breaks in the OH layer, as seen in Figure 2Figure 1. It 
can now be seen that downstream, at around 30 x/D, the 
flame reignites where the velocity and local scalar 
gradients have decreased. 

 
Figure 2 Full flame images for CH4, for three velocities 

A comparison between the CH4 flames at 1 bar and 3 
bar are shown in Figure 3. It is evident that for the same 
velocities, U = 10, 20 and 50 ms-1 the higher-pressure 
flame has significantly more OH breaks. There are 
breaks in the OH layer for a jet velocity of U = 20 ms-1, 
for a pressure of 3 bar. Conversely, the OH layer does 
not break until around 50 ms-1 for 1 bar. For this high-
pressure (3 bar) flame the blow-off velocity is at 60 ms-

1. It is evident that the OH layer has thinned with 
increased pressure, however, this is not within the scope 
of this paper. 

The difference in the blow-off velocity is consistent for 
all pressures. Whereby, an increase in pressure 
decreases the blow-off velocity. Whilst the blow-off 
velocity has reduced the blow-off Reynolds number has 
increased. The relationship between blow-off velocity 
and pressure is seen in Figure 4. 

 

 
Figure 3 Comparison of instantaneous images of CH4 at 1 (top) and 3 
bar (bottom) 

Figure 4 (CH4) shows for an increase in pressure, with a 
constant pilot power (QPilot = 1200 W), the blow-off 
velocity reduces from 95 ms-1 to 60 ms-1 for 1 and 3 bars 
respectively. For an increase in pilot power of 50%, 
QPilot = 1800 W, the blow-off velocity has increased by 
21 %. For this higher pilot power there is a similar 
correlation between pressure and blow-off velocity. The 
blow-off velocity is U = 76 and 60 ms-1

 for P = 3 and 4 
bar respectively. 

The reduction in blow-off velocity, for CH4, with 
increasing pressure is consistent for NH3/H2 flames, 
seen in Figure 4. The three different NH3 blends of: 60, 
70 and 80 % are given by the triangles, circles and 
squares, respectively. The dashed black line shows a 
common 70 % NH3 case for a different pilot (QPilot = 600 
W).  

It can be observed when comparing NH3/H2=60/40 with 
CH4, the NH3/H2 flame has a higher blow-off velocity. 
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The 60/40 blend has a higher blow-off velocity of U = 
110 ms-1, whilst CH4 has a velocity of U = 95 m.s-1. This 
blend percentage has approximately the same flame 
speed as CH4. It is further noted that the pilot power and 
adiabatic flame temperature are significantly lower, 
QPilot = 300 W versus 1200 W, for NH3/H2=60/40. The 
significantly more stable flame is attributed to the 
diffusion of H2 and discussed in the final section. 

Figure 4: Blow-off velocity for CH4 flames (left) and blends of 
NH3/H2 (right) vs pressure. Dashed lines indicate high pilot power. 

Figure 5 compares the blow-off velocities for different 
NH3 percentages for two pressures at the same pilot, 
QPilot = 300 W. It is evident that for an increase in NH3 
content, there is a significant decrease in blow-off 
velocity. The decrease in blow-off velocity for the 
addition of H2 is non-linear for the percentages studied. 
The decrease in blow-off velocity with NH3 addition is 
also consistent at higher pressure. 

 
Figure 5: Blow-off velocities for three NH3 blends with H2: 60, 70 and 
80 % at two pressures, 1 and 2 bar. 

5 Discussion 
The sensitivity of NH3 addition to H2 can be observed 
from laminar flame speeds, although extinction strain 
rates are more relevant. Furthermore, the similar 
laminar flame speed, between CH4 and NH3/H2=60/40, 
doesn’t account for the differences in blow-off velocity 
that were observed. Therefore, extinction strain rates 
were computed in Cantera, seen in Figure 6, for an 
opposed flow simulation of fuel and air.  

 
Figure 6 Log-y plot of extinction strain rates for a range of NH3/H2 
blends and for a single pure CH4 case (red triangle). The blue circle 
identifies the comparable CH4 flame speed, NH3/H2= 60/40 case. 

The simulations for CH4 and the range of NH3/H2 blends 
used the GRI 3.0 and Han et al. [7] mechanisms 
respectively. The near order of magnitude difference in 
extinction strain rate for CH4 and NH3/H2=60/40 of a = 
307 s-1 and a = 2170 s-1

 better represents the differences 
in the experimental blow-off velocities. Indicating that 
diffusion effects due to H2,with NH3 is significant, 
agreeing with Wiseman et al. [3]. It is noted the 
reactivity of the fuel is independent of pilot power and 
the pilot serves to increase or decrease the blow-off 
velocity similarly between fuels and fuel blends. 

6 Conclusions 
This paper presented blow-off velocities for CH4 and 
blends of H2/NH3, at a range of pressures issuing from 
the piloted Sydney inhomogeneous jet burner. The OH-
PLIF results highlighted that for increased pressures, the 
OH layer begins to break up for much lower velocities, 
consistent for both the CH4 and NH3/H2 flames. The 
faster OH break-up for lower velocities indicates that 
the blow-off velocity decreases with increasing 
pressure, although blow-off occurs at higher Reynolds 
numbers. 

Lower blow-off velocities were measured for increasing 
additions of NH3 to H2, consistent for all pressures. A 
higher blow-off velocity was observed for 
NH3/H2=60/40 compared to CH4, despite similar flame 
speeds, this was well captured by the significantly 
higher extinction strain rate. 
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Acoustic investigation of open, swirled, turbulent, premixed, 
hydrogen-enriched methane/air flames 
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Abstract 
This paper investigates the impact of hydrogen addition to methane on the acoustic spectrum of open, swirled, turbulent, premixed 

flames. Microphone measurements and optical OH* chemiluminescence imaging techniques are used for a pure methane flame and a 
methane/hydrogen mixture flame with 40% hydrogen by volume. Both flames feature stoichiometric conditions and a range of inflow 
velocities varying from 3 m/s to 23 m/s. It is shown that methane flames enriched with hydrogen produce more sound and exhibit a 
stronger correlation between the heat release rate fluctuations and pressure fluctuations compared with pure methane flames. 
Furthermore, hydrogen addition leads to significant differences in the spectrum for the time derivative of the  OH* chemiluminescence, 
which is assumed to be correlated with the time derivative of the heat release rate. Notably, the slopes of the spectra at lower and higher 
frequencies are steeper, and the peak frequency is higher for hydrogen/methane flames. 

Keywords: hydrogen, acoustics, premixed flames 
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Experimental uncertainty and time-resolved process variability of 
biomass combustion during fouling tests 
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Abstract 
This study investigates experimental temperature data with particular attention to (i) uncertainty (between different test runs) and 

the (ii) time-resolved variability (in the transient start-up and steady state operation phase) in a fixed bed, laboratory-scale (biomass) 
combustors with secondary air staging at different. Temperatures measured from up to four zones are analysed: the packed fuel bed, 
freeboard (primary LI, secondary LII) and/or exhaust stack (fouling module). The study finds that peak bed temperatures have relatively 
low experimental uncertainty, while uncertainty in freeboard temperatures varies more widely. Additionally, experimental uncertainty 
(across all conditions) is notably low, does not exceed 5.00%, and does not appear to be zone specific (packed bed to exhaust stack). In 
comparison, time-resolved temperature variability can be zone specific at some conditions even within steady-state operation phase. 
The paper offers valuable insights for biomass combustion testing particularly when multiple runs are needed to collect fouling deposits 
over different air staging ratios. 

Keywords: biomass, combustion, fouling, temperatures, steady state, transient sate, uncertainty 
 

 

Nomenclature 

Qp= Primary Air (Lmin-1), Qs= Secondary Air (Lmin-1), 
Qt= Total Air (Lmin-1), LI= Primary Freeboard Length 
(mm), LII= Secondary Freeboard Length (mm) 

1. Introduction 

Increased uptake of biomass and other renewable energy 
sources helps achieve a carbon-neutral economy. 
Biomass combustion faces challenges in energy 
production because of high variability in the chemical 
composition of fuels [1, 2]. Additionally, solid fuel 
combustion generally leads to several operational issues 
[3] such as ash handling and incombustible solids 
buildup. In particular, biomass poses additional specific 
fouling challenges due to elevated levels of alkali and 
alkaline-earth elements [4-6]. Studies undertaken at the 
lab-scale into biomass fouling typically involve multiple 
runs over which fouling deposits are accumulated. This 
study highlights the need to better quantify the degree of 
variability, over the transient start-up and steady state 
operation phases during testing, all of which 
(cumulatively) contribute to fouling deposits formed. 
Fixed bed combustors are primarily used on a smaller 
scale, featuring a packed bed of biomass above an 
immobile grate. These systems are common in 
laboratories and household heating [7] and so an 
excellent platform for testing biomass fouling. Fixed bed 
combustors involve two zones where biomass reactions 
occur: a packed fuel bed over which the highest process 
temperatures occur and a freeboard zone in which 
additional reactions occur. The freeboard is further 
divided into primary and secondary freeboard lengths 
section when air staging (secondary air) is used. 

Time-resolved process variations can arise from 
complex interactions in solid fuel combustion [8] and 
manifest themselves in temperature and other data. 
While fouling in most industrial systems arises during 
prolonged (steady state operation) due to the propensity 
of organic and inorganic matter to condense on surfaces 
within a (cooled) heat recovery section, during short 
duration but repeated lab-based runs (in fixed bed 
combustors having only a finite fuel charge), the start-up 
and shutdown phases become relatively appreciable. 
Thus, it is crucial to quantify any process variability in 
temperatures during both steady state and transient 
phases [9, 10]. Experimental uncertainty from 
experimental procedures further contribute to the 
complexities of the analysis across different runs. While 
existing studies provide detail the challenges associated 
with fouling in biomass combustion, there is a lack of 
data on process variability during lab testing. This paper 
makes the following contributions using temperature 
data derived from tests covering five air staging ratios 
Qs/Qt: 

i. Quantifies the level of percent uncertainty in the 
steady-state phase data arising from multiple runs 
covering four zones, namely the packed bed, 
freeboard (primary, secondary) and fuel stack 
(fouling module) 

ii. Compare the level of time-resolved variability in 
both steady state and transient operational phases 
over various zones of percent experimental 
uncertainty (from i). 

The significance of these outcomes is to shed light on 
the testing regimes that straddle multiple repeated test 
runs as occurs in so as to accumulate appreciable 
deposits on fouling probes.  
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2. Methodology  

2.1 Combustor and fuel 

Figure 1 illustrates the fixed-bed (counter-current) 
combustor made from SS310 with a 200mm inner 
diameter, 8.5mm wall thickness and a column height of 
1,500mm. At its exhaust stack (top end) it includes 
fouling module with air cooled fouling probes. Fouling 
data is not presented in this paper. The combustor 
incorporates air-staged combustion whereby primary air 
is supplied beneath the fuel bed (from a plenum) while 
secondary air is distributed above the fuel bed (through 
a ring that can be vertically adjusted to vary LI and LII). 
The primary freeboard length LI is the space between the 
fuel bed top and secondary air ring, while the secondary 
freeboard length LII is the space from the secondary air 
ring to the end of the column (start of the exhaust stack). 
Two secondary air locations are used yielding LI= 
200mm and 300mm. Airflow is governed by a 
compressor and regulated via flowmeters, dividing into 
primary and secondary streams. Table 1 shows that 
secondary air flowrates ranging from 70 to 420 Lmin-1, 
while maintaining a constant primary flowrate of 140 
Lmin-1. Ratios of secondary to total flowrate are Qs/Qt= 
0.33, 0.50, 0.66, 0.71, and 0.75. The fuel is commercially 
available hardwood pellets (make: Maxi heat) with an 
HHV of 19.1 MJ.kg-1 and a bulk density of 713.4 kg.m-³ 
are used throughout [11]. Each test batch uses 3.9 kg 
fuel. Data from unstable conditions are excluded [12]. 

 
Figure 1 Combustor sectional view (left) and lab set-up 

(right): (1) primary air ports (x2)_, (2) packed fuel bed, (3) 
fuel charging ports, (4) fouling module and air cooled fouling 
deposition probes, (5) exhaust stack, (6) secondary air supply 

line and distribution ring (at lower end) and (7) 
thermocouples connected to data acquisition system. 

LI 
(mm) 

Qp 
(Lmin-1) 

Qs 
(Lmin-1) 

Qt 
(Lmin-1) 

Qs/Qt 

200, 
300 

140 

70 210 0.33 
140 280 0.50 
280 420 0.66 
350 490 0.71 
420 560 0.75 

Table 1 Test conditions using raw biomass. Temperature data 
and experimental uncertainty is presented for all conditions. 

Process variability is presented for Qs/Qt=0.75. 

2.2 Data acquisition 

N-type and K-type thermocouples are used to capture 
axial temperature profiles within the combustor. N-type 
thermocouples, with an accuracy of ±0.75%, interfaced 
with a National Instruments (model: NI 9213) data 
acquisition system thermocouple module, measure 
temperatures at varying axial positions in the freeboard.  
In the fouling module, K-type thermocouples are 
employed in conjunction with a data acquisition system 
(make: OMEGA, model: DAQ -65). Fuel consumption 
is monitored using digital scale (±10 g resolution) 
carrying the combustor (make: RINSTRUM, model: 
R320), and used  to determine steady-state conditions, 
using methods aligning with Rashidian et al. [13]. 

2.3 Data analysis  

Temperature data is subject to two analyses: (i) 
experimental uncertainty (between runs) and (ii) time-
resolved variability (transient phase, stead-state phase). 
Spatial locations based on thermocouple locations are 
resolved in both (i) and (ii) with each condition repeated 
thrice. Figure 2 shows a typical time-series of 
temperature data in the fuel bed, primary freeboard (L1), 
secondary freeboard (L2) and fouling module. The 
steady-state phase typically over 1,000-1,200 seconds 
(a) used normally to quantify (i) is identified. The 200sec 
time-window used to quantify (ii) is shown, in both the 
steady-state (b) and transient (c) phases. In the transient 
phase (c) the 200-sec time-window chosen spans either 
side of the bed thermocouple reaching 100°C. Given the 
rapid temperature escalation within such a brief 
timeframe, bed temperature time-resolved variability in 
this transient state is too short to characterize relevant to 
the steady state period. As such it is not reported. Time 
series of raw temperature data were post-processed to 
yield both the experimental uncertainty as well as the 
time-resolved variability. Each time series included a 
number of data points (N) over which the uncertainty 
and variability was expressed. These were expressed as 
percentile values over three runs (n=3). Equation (1) is 
first used to derive the mean temperature (𝜙 ), calculated 
over N points in each run. Because each test condition is 
repeated three times (𝑖=1, 2, n). Equation (2) allows the 
average temperature over multiple runs to be derived 
(𝜙 ). The standard deviation over these three runs (𝜎 ) 
is expressed by Eq. (3). The final step in Eq. (4) to 
established a percentile relative value (𝜀 ) of 
experimental uncertainty or time-resolved variability 
[14]. 
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3. Results and Discussion 

In Fig. 3-10 the packed bed, primary freeboard, 
secondary freeboard and fouling module zones are 
differentiated through background colors grey, green, 
yellow, and orange, respectively. The secondary air 
location is also represented by a dashed vertical line. 
Figure 3 and Fig. 4 show peak bed and freeboard 
temperature data over different air staging ratios (Qs/Qt) 
when averaged over three runs for each condition in 
Table 1. For Qs/Qt= 0.33 to 0.75, peak bed temperatures 
at LI= 200mm and LI= 300mm range from 775 to 990oC 
and from 823oC to 896oC, respectively. Freeboard 
temperatures in the fouling module vary from 128oC to 
396oC (LI= 200mm) and 141oC to 319oC (LI= 300mm). 
These results show that steady state temperatures over 
the various air staging ratios (Qs/Qt) steadily decline 
over the length of the freeboard with those at 0.33 and 
0.50 being the lowest. 
(i) Experimental uncertainty over the steady 
state phase: To quantify the level of uncertainty in 
temperature data over the packed bed and freeboard 
regions, Figure 5 and Fig. 6 illustrate the percentage of 
uncertainty at LI=200mm and 300mm, respectively. 
Results show that across the three runs which designate 
each of the Qs/Qt conditions shown, the relative 
uncertainty does not exceed 5.00%. Experiments 
conducted at a primary freeboard LI= 200mm generally 
exhibit lower relative uncertainty at 3.00%. Conditions 
with Qs/Qt= 0.71 and 0.75 have the lowest relative 
uncertainty ranging between 0.23% and 2.06%. These 
results highlight that experimental uncertainty varies 
with the location and strength of secondary air staging. 
(ii) Temperature variability (time resolved) 
over the stead state and transient phases: While the 
earlier data has confirmed the low experimental 
uncertainty of <5.00% over different runs (1, 2, 3), it 
does not shed light on the time-resolved variability 
which occurs within any single test run. It also does not 
compare between this variability over the transient start 
up and steady state operation phases. This variability 
over three runs also impacts periods over which fouling 
materials are deposited and is now quantified. 
Considering the earlier tests have shown that the relative 
uncertainty for Qs/Qt=0.75 is the lowest for both LI= 
200mm and LI= 300mm, the ensuing analysis further 
sheds light on the time-resolved process (temperature) 
variability during the steady-state and transient phase. 

For secondary air is at LI= 200mm, Fig. 7 shows 
variability that reaches up to 2.23% in the primary 
freeboard. While at LI=300mm, Fig. 8 shows the steady 
state temperature variability does not exceed 0.82% in 
the primary freeboard zone. Figure 9 and Fig. 10 again 
show that time-resolved process variability during 
transient phase for a secondary air located at LI= 200mm 
can be up to double that for LI= 300mm. Similar trends 
are observed during steady state combustion, especially 
in the region downstream of the secondary air location. 

 
Figure 2 Typical time series in the fuel bed, primary 

freeboard, secondary freeboard, and fouling module. Analysis 
of time-resolved variability occurs over 200sec whether in the 
transient (c) or steady state phase (b). The time window used 

to analysis experimental variability over the steady state 
phase is also shown (a) 

 
Figure 3 Temperatures in the packed bed (-50mm) and within 

the freeboard for LI=200mm. 

 
Figure 4 Temperatures in the packed bed (-50mm) and within 

the freeboard for LI=300mm. 

 
Figure 5 Temperature uncertainty for LI=200mm. 
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Figure 6 Temperature uncertainty for LI=300mm 

 
Figure 7 Steady state phase (time-resolved) temperature 

variability for Qs/Qt= 0.75 and LI= 200mm. 

 

 
Figure 8 Steady state phase (time-resolved) temperature 

variability for Qs/Qt= 0.75 and LI= 300mm 

 
Figure 9 Transient phase (time-resolved) temperature 

variability for Qs/Qt= 0.75 and LI= 200mm 

 
Figure 10 Transient phase (time-resolved) temperature 

variability for Qs/Qt= 0.75 and LI= 300mm. 

4. Conclusions 

This study provides a comprehensive analysis of 
temperature variability and experimental uncertainty in 
both the fuel bed and freeboard regions of a fixed bed 
combustor burning biomass. Results indicate that time-
resolved process instability (reflected in temperature 
measurements) can be significantly large. Analyses 
reveal that although the relative uncertainty across all 
conditions is remarkably low and does not exceed 
5.00%, thereby affirming the reliability of the 
experimental setup and measurements, time resolved 
process variability during both start-up a steady state are 
far more varied. Furthermore, the study identifies 
distinct trends in temperature variability during both 
transient and steady-state phases, which could have 
significant implications for combustor design and 
operation. In particular, the time-resolved temperature 
variability shown at some locations appears somewhat 
varied to others. As a future work recommendation, 
exploring data for blended fuels is proposed, using data 
processing techniques, aiming to investigate the impact 
of fuel composition on percentage variability and 
comparing it with raw fuel data, further enhancing our 
understanding of combustor performance and 
optimization. 
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Performance of biogas blended with hydrogen in a commercial 
self-aspirating burner  
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Abstract 
A hydrogen-enriched natural gas fuel mixture was diluted with carbon dioxide to simulate blending biogas with 

hydrogen (H2). The performance of various biogas qualities and H2 blend ratios was investigated for use in a commercial 
self-aspirating burner by quantifying the impact on primary air entrainment, blow-off and flashback limits, NOx emissions, 
radiant heat transfer and flame appearance. The results showed operating limits of a biogas or H2 flame alone could be 
extended by blending one with the other and by increasing fuel injector size (lowering primary air entrainment), with the 
latter being more effective. The collateral impact of carbon dioxide and H2 addition on radiant heat transfer could be 
mitigated by increasing injector size, with the carbon dioxide content in biogas maintaining NOx levels at or below the 
level of natural gas. Overall, there appears to be merit for H2 and biogas to operate as a mutually beneficial fuel in a 
commercial self-aspirating burner design. 

Keywords: hydrogen, biogas, commercial, self-aspirating, renewable 
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Abstract 
An engine test system was established to investigate the combustion characteristics of ammonia in a 402 ml single-cylinder spark-

ignition engine with a compression ratio of 8.2. Ammonia (NH3), considered as a promising carbon-free alternative fuel for transport, 
has been successfully tested in the spark-ignition internal combustion engine. To overcome the challenges posed by NH3’s high lower 
flammability limit, high ignition energy, and low burning velocity, NH3 was partially dissociated on-board to produce a NH3/H2/N2 
mixture before being injected into the engine cylinder. This was simulated using NH3/H2/N2 mixtures modelling by varying degree of 
NH3 dissociation. Experiments were performed with varying dissociation degree (β) of 30%, 50%, and 70%, respectively. The 
performance of the engine was evaluated by measuring the engine powers (P) and brake thermal efficiencies (η) using a dynamometer. 
It was found that both P and η significantly increased with increasing β, implying the presence of H2 can significantly improve the 
ignition characteristics and combustion performance of NH3. 

Keywords: ammonia, brake thermal efficiency, engine power, NH3 dissociation; NOx emissions, spark-ignition engine 
 

 

1. Introduction 

One of the authors (Zhang) of this contribution has 
long advocated the use of ammonia (NH3) and methanol 
(CH3OH)[1,2] as hydrogen carriers as a potential means of 
surviving a hypothetical carbon-constrained world in the 
future and the use of NH3 a carbon-free fuel for 
decarbonising transport[2]. NH3 is considered a carbon-
free fuel for the future[1-7]. However, due to the high latent 
heat of vaporisation and high autoignition temperature, 
compression ignition of NH3 is quite difficult, and 
therefore spark-ignition engines should be more suitable 
for combusting NH3

[2,7]. Additional challenges to use NH3 
as a fuel in spark-ignition engines include its high lower 
flammability limit, high minimum ignition energy, and 
low burning velocity[1,2,7-11]. An effective strategy to 
combust NH3 in a spark-ignition engine is to partially 
dissociate NH3 on-board the vehicle to produce a 
NH3/H2/N2 mixture before being injected into the engine 
cylinder[2,7,10]. The presence of H2 can significantly 
improve the ignition and combustion properties of 
NH3

[8,9]. There have been limited literature reports on the 
combustion of partially dissociated NH3 in spark-ignition 
engines. Ryu et al.[12] investigated the effect of NH3 
dissociation on the performance of a spark-ignition engine 
fuelling gasoline and NH3 and found that partially 
dissociation of NH3 increased the engine power, 
decreased the fuel consumption rate, and reduced the 
emissions of unburnt hydrocarbons and NH3, CO, and 
NOx. Comotti et al. [13] developed an NH3 partial 
dissociation reactor and coupled it to a 505 ml twin-
cylinder spark-ignition engine adopting only NH3 as the 

fuel to investigate the effect of NH3 dissociation on the 
performance of the spark-ignition engine. The 
dissociation degree was controlled at ca. 50%, and the 
experimental results indicated that NH3 dissociation 
increased the engine brake thermal efficiency 
significantly. 

The aforementioned studies validated that partial 
dissociation of NH3 to release H2 is an effective strategy 
to improve the performance of NH3 spark-ignition 
engines. It follows that systematic investigation into the 
effect of NH3 dissociation degree on the performance of 
engines is of practical significance. In the present work, 
an experimental test system was established to investigate 
combustion performance and emission characteristics of 
partially dissociated NH3 gas in a 402 ml single-cylinder 
spark-ignition engine. Particular attention was given to 
the effect of the nominal total NH3 flowrate, degree of 
NH3 dissociation degree and engine speed on the engine 
torque, power output, efficiency, and NH3 and nitrogen 
oxides (NOx and N2O) emissions. 

2. Experimental 

Figure. 1 shows a schematic of the engine test setup, 
consisting of a 402 ml naturally aspirated single-cylinder 
four-stroke spark-ignition engine (Yamaha MX400, 
compression ratio 8.2), fuel supply system, exhaust gas 
analysis system, and dynamometer (Weige ACD-11kW). 
The Yamaha MX400 engine was chosen for its simplicity 
and popularity in light transport (motorbikes) and 
standalone power gen applications. It was intended to 
serve as a makeshift platform for preliminary and 
comparative studies of the feasibility of use of NH3 as 
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zero-carbon transport fuel. The dynamometer is coupled 
to the output shaft of the engine to provide the load 
conditions. The engine revolution speed and torque are 
measured for the estimation of power and engine brake 
thermal efficiency. The partially dissociated NH3 gas is 
simulated by mixing a NH3 stream with an H2/N2 
(VH2:VN2=3:1) mixture provided from high-pressure gas 
cylinders. The flow rates are controlled and monitored by 
using mass flow controllers. The engine performance tests 
were carried over a range of nominal NH3 flow rate (Q) 
of Q = 15 – 25 L/min, degree of NH3 dissociation (β) of β 
= 20 – 70% and engine speed between 1,500 and 3,200 
rpm.  

 
Figure 1 A schematic of the experimental setup 

2. Results and Discussion 

Figure 2 shows the effect of β and QNH3 on the engine 
speed and torque under the tested conditions. The engine 
maximum speed significantly increased from ca. 2100 
rpm to ca. 3000 rpm as β increased from 20% to 50%, then 
slightly increased from ca. 3000 rpm to ca. 3200 rpm as β 
further increased from 50% to 70% at a total QNH3 of 25 
L/min as shown in Figure 2a. The maximum engine speed 
increased with increasing β due to the flame propagation 
speed of the fuel mixture became higher with increasing 
the H2 fraction in the engine chamber[7-10]. The torque 
firstly increased and then decreased at each constant β 
with increasing the engine speed at a total QNH3 of 25 
L/min (Figure 2a). The torque values reached the 
maximum at the speed of ca. 1200 rpm at the lower β of 
20 – 40%, while, at the higher β of 50 – 70%, the 
maximum torque was achieved at the speed of ~ 1100 
rpm. As β increased from 20% to 50%, the maximum 
torque increased from 5.7 to 11.2 Nm.  

 
Figure 2 Effect of (a) β (QNH3 25 L/min) and (b) QNH3 (at 

β 50%) on engine speed and torque 

Because H2 has much wider flammability limits and 
faster flame speed, as β increases, more H2 is available to 
enhance the combustion performance, resulting in much 
greater combustion intensity[7-9]. In the meantime, the 
highest indicated pressure of the engine also increased[10], 
resulting a higher torque. However, as β increased from 

50% to 70%, the measured maximum torque decreased 
from 11.2 to 10.6 Nm, which is thought to be that with a 
higher β, the more N2 produced from NH3 dissociation 
caused a higher heat loss during the combustion in the 
engine[9-15]. It was merely sufficient to maintain the engine 
speed and torque when β = 50%. Comotti[13] had designed 
a hydrogen generation system that can achieve 40 – 80% 
H2 conversion at 400 – 500℃ and successfully coupled to 
an engine. Figure 2b shows at β = 50% and 1200 – 2100 
rpm, as Q increased from 15 to 22.5 L/min, the maximum 
torque increased from 6.5 to 11.7 Nm at 1200 rpm. As Q 
increased from 22.5 to 25 L/min, it was observed that the 
maximum torque decreased from 11.7 to 10.32 at 1200 
rpm and basically invariant at 1500 – 2100 rpm. 

Figure 3 shows the effect of β and Q on the measured 
engine power. As speed increased from 800 to 3200 rpm, 
the power increased first then decreased (Figure 3a). The 
power reached a maximum at ~1200 rpm for β = 20%, 
~1500 rpm for β = 30 – 60% and ~1800 rpm for β = 70%. 
As β increased from 20% to 50%, the maximum power 
increased from 0.73 to 1.41 kW. Further increasing β from 
50% to 70%, the maximum power increased from 1.41 to 
1.45 kW. There is no significant difference in torque at β 
= 50 – 70%, especially at the speed <2400 rpm. This is 
because at low β, increasing β enhances the combustion 
of the gas mixture due to the presence of additional H2 
improving the burning rate, which leads to greater power 
output in fixed volume and residence tine. However, this 
beneficial effect of H2 was dampened by the presence of 
excess N2 as β further increases. Figure 3b shows at β = 
50% and 1200 – 2100 rpm, as Q increased from 15 to 22.5 
L/min, the power increased from 0.82 to 1.49 kW. But as 
Q increased from 22.5 to 25 L/min, the maximum power 
decreased from 1.49 kW to 1.31 kW at 1200 rpm and 
basically unchanged at 1500 – 2100 rpm. It is believed 
that increasing Q initially increases the thermal 
throughput and therefore the power output at low Q. 
However, at high Q the engine combustion becomes 
limited by the amount of naturally aspirated air, 
consequently, further increasing Q does not change the 
power output. 

 
Figure 3 Effect of (a) β and (b) Q on the measured 

engine power output 

Figure 4 shows the effect of β and Q on engine brake 
thermal efficiency. As speed increased from 800 to 3200 
rpm, the efficiency increased first then decreased (Figure 
4a). The efficiency reached a maximum at speed of 1200 
rpm for β = 20 – 30%, 1500 rpm for β = 40 – 60% and 
~1800 rpm at β = 70%. As β increased from 20% to 50%, 
the efficiency increased from 11.5% to 20.3%, in 
agreement with the literature[10,16]. However, as β further 
increased from 50% to 70%, the efficiency was invariant, 
especially for the engine speed <2400 rpm. Figure 4(b) 
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shows at β = 50% and 1200 – 2100 rpm, as Q increased 
from 15 to 22.5 L/min, the efficiency increased from 
20.0% to 23.8% at 1200 rpm. However, as Q further 
increased from 22.5 to 25 L/min, the efficiency 
significantly decreased over 1200 – 2100 rpm. These 
consistent with the observed power output trend as 
discussed above. 

 
Figure 4 Effect of (a) β and (b) Q on the measured 

engine brake thermal efficiency 

Engine emissions are always of concern and interest. 
Figure 5 shows the effect of β and Q on the NH3 
concentration in engine exhaust. Figure 5a shows that as 
engine speed increased from 800 to 3200 rpm the exhaust 
NH3 concentration decreased first then remained constant. 
At <1200 rpm, the exhaust NH3 concentration was too 
high. At >2100 rpm, although the exhaust NH3 
concentration remained constant, the brake thermal 
efficiency was too low (Figure 4). The low exhaust NH3 
concentration at >2100 rpm is a result of the increased air 
flow rate by naturally aspiration, causing a lower 
efficiency and fuel wastage. As β increased from 30% to 
70 % the exhaust NH3 concentration significantly 
decreased at speed 800 to 1200 rpm but then remained 
constant as speed further increased. The NH3 emission 
was much higher at β = 30% than at β = 50%, resulting a 
low torque, power and efficiency. Figure 5b shows that 
increasing Q from 15 – 22.5 L/min increased the exhaust 
NH3 concentration. Further increasing Q from 22.5 – 25 
L/min more significantly increased the exhaust NH3 
concentration by ~1%, resulting in low torque, power and 
efficiency, due to large amounts of unburned NH3. The 
NH3 emission results are consistent with the engine power 
output and efficiency observations and are characteristic 
of naturally aspirated small engines. 

Figure 6 shows the effect of β and Q on the exhaust 
NO concentration. It can be seen that the exhaust NO 
concentration increased with increasing engine speed 
from 1200 – 2100 rpm at Q = 25 L/min (Figure 6a). NO 
is primarily formed in the high temperature flame front in 
the cylinder[17]. Our tests also observed that as engine 
speed increased from 1200 to 2100 rpm the exhaust 
temperature also increased (not reported here), indicating 
that the engine cylinder temperature also increased, 
resulting a high NO emission. Increasing β from 30% to 
70% saw an increase in the exhaust NO concentration, in 
agreement with literature report[13].  

Figure 6b shows that at β = 50%, the engine speed 
increased from 1200 to 2100 rpm while the NO 
concentration decreased when Q increased from 15 to 
17.5 L/min. Further increasing Q from 20 to 25 L/min saw 
the exhaust NO concentration first increased and then 
decreased, achieved a maximum at Q = 25 L/min and 
engine speed of ~4300 ppm, where the estimated 

equivalence ratio is 0.86. These observations are 
consistent with the literature report[18] where it is also 
shown that significant NO emissions were found for low 
equivalence ratios of 0.8 – 0.9, due to the presence of 
excess O2.  

 
Figure 5 Effect of (a) β and (b) Q on the measured 

engine exhaust NH3 concentration 

 
Figure 6 Effect of (a) β and (b) Q on the measured 

exhaust NO concentration 

Figure 7 shows the effect of β and Q on the measured 
exhaust NO2 concentration. Figure 7a shows that at Q = 
25 L/min, increasing engine speed from 1200 to 2100 rpm 
resulted in an increase in the exhaust NO2 concentration. 
Increasing β from 30% to 70% increased the exhaust NO2 
concentration. In Figure 7b, at β = 50%, as speed 
increased from 1200 to 2100 rpm the NO2 concentration 
increased. As shown in Figure 7b, at β = 50% as engine 
speed increased from 1200 to 2100 rpm, the NO2 
concentration decreased for Q = 15 and 17.5 L/min but 
increased for Q = 20 and 22.5 L/min. The NO2 
concentration decreased with increasing engine speed 
when Q = 25 L/min. The variation in NO2 was similar to 
NO, only differing in quantity. In general, NO2 
concentration is around 10% of that of NO. 

 
Figure 7 Effect of (a) β and (b) Q on the measured 

exhaust NO2 concentration 

Figure 8 shows the effect of β and Q on the measured 
exhaust N2O concentration. It can be seen from Figure 8a 
that at Q = 25 L/min, as the engine speed increased from 
1200 to 2100 rpm and as β increased from 30% to 70% 
the N2O concentration increased, in agreement with the 
literature[20]. Figure 8b shows that at β = 50%, as Q 
increased from 15 to 25 L/min the exhaust N2O 
concentration increased. Clearly, NO is overwhelmingly 
the dominant nitrogen oxides emissions from engine 
fuelled with NH3, as with conventional hydrocarbon fuels. 
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Notably, the exhaust N2O concentration was slightly 
higher than that of NO2. It is known that during 
combustion processes, both NO2 and N2O are derived 
from NO, and the contribution of N2O formation to total 
NO consumption rate was not more than 30% and the NO2 
formation was not more than 5%[21]. So the formation of 
both NO2 and N2O was closely related to NO.  

While the present is work in progress, the clearly 
observed high levels of nitrogen oxides (NOx and N2O) 
call for further scientific research and technological 
innovation to either reduce NOx formation or implement 
post-combustion NOx control using SCR. The existing 
Add-Blue can be readily applied[19]. 

 
Figure 8 Effect of β and Q on the measured exhaust N2O 
concentration. 

3. Conclusions 

The effect of the degree of NH3 dissociation and NH3 
flowrate on the engine performance showed that 
increasing the degree of NH3 dissociation increased the 
speed, torque, power output and brake thermal efficiency. 
As the flowrate increased from 15 to 22.5 L/min, the 
engine performance improved, however, further 
increasing the flowrate from 22.5 to 25 L/min did not 
change the engine performance. 

The exhaust NH3 concentration decreased with 
increasing the degree of NH3 dissociation from 30% to 
70%, especially at low speed. The NH3 combustion 
efficiency was also increased as the degree of NH3 
dissociation increased. The higher the degree of NH3 
dissociation, the higher exhaust temperature, and the 
higher the engine brake thermal efficiency. As NH3 
flowrate increased from 15 to 25 L/min, the exhaust NH3 
concentration and exhausted temperature increased. 
However, the 25 L/min NH3 flowrate and equivalence 
ratio of 0.9 saw the lowest NH3 combustion efficiency 
under all conditions tested in the present work. 

The NO, NO2 and N2O emissions showed an 
increasing trend with increasing the degree of NH3 
dissociation. 
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Effect of ignition assistant plug protrusion depth on jet fuel 
flames in a compression ignition engine   
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Abstract 
This study evaluates jet fuel flames in an optical compression ignition (CI) engine with an emphasis on the ignition assistant plug 

enhanced combustion of a low-reactivity alcohol-to-jet (ATJ) fuel. Three different ignition assistant plug protrusion depths are examined 
to understand the effect of plug location on the jet fuel flame development. For each condition with the ignition assistance plug operated 
continuously, a total of 100 individual cycle high-speed flame movies are recorded and post processed for flame image velocimetry 
(FIV). The FIV results show similar overall flow structure evolution and turbulence distribution for any ignition assistant plug 
protrusion. However, longer plug protrusion shows higher spatially averaged bulk flow magnitude and lower cyclic variations compared 
to the other two shorter protrusions, suggesting enhanced and more stable combustion due to improved heat distribution within the 
piston bowl.  

Keywords: flame image velocimetry, ignition assistant plug, flow structure, turbulence, cyclic variation 
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Abstract 
Ammonia stands out as a promising alternative fuel with the potential to combat climate change. To enhance the flammability of 

ammonia, blending it with methane is considered a viable strategy to improve its laminar burning velocity. In this study, we delve into 
the thermal performance, second law efficiency, and NO emissions of a micro-combustor fuelled by ammonia/methane, exploring the 
impact of varying the inlet volume rate (𝑄 ) and the inlet mole blended ratio of CH4 (ξ ). Our findings reveal that increasing the 
inlet volume rate results in improved thermal performance, accompanied by a rise in wall temperature. Specifically, the mean wall 
temperature at 𝑄 =14.4 mL/s exceeds that at 𝑄 =7.2 mL/s by 156K. Similarly, the exergy, efficiency, and power output of the micro-
thermal photovoltaic system associated with the micro-combustor also demonstrate positive trends with increasing 𝑄 . Specifically, 
the exergy, efficiency, and power at 𝑄 =14.4 mL/s are 100%, 36%, and 71.9% higher than those at 𝑄 =7.2 mL/s, respectively. 
However, it's essential to note that increasing 𝑄 also results in higher NO emissions, with NO emissions at 𝑄 =14.4 mL/s being 21.1% 
higher than those at 𝑄 =7.2 mL/s. Furthermore, while increasing the CH4 mole blended ratio has limited impact on thermal 
performance, it proves beneficial in enhancing the exergy and second law efficiency of the micro-combustor and reducing NO emissions. 
Specifically, the mean wall temperature at ξ ==0.6 is only 18 K higher than that at ξ ==0.3, yet the second law efficiency and 
exergy show significant improvements of 22% and 23.7%, respectively. 

Keywords: climate change, ammonia fuel, decarbonisation, micro-combustor 
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LES/PDF modelling of piloted turbulent premixed flames using 
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Abstract 
This paper presents the results obtained from the LES/PDF simulation of piloted premixed turbulent flames in the high Karlovitz 

regime using the premixed-MMC mixing model with a shadow position reference variable. The SDEs that govern how shadow positions 
evolve include a diffusion coefficient that depends on the model parameter λ, which denotes the ratio between a reference turbulent 
propagation speed and the laminar flame speed. The λ parameter is calculated based on the local flow conditions in this study. To 
investigate the performance of the premixed-MMC mixing model for flames in the high Karlovitz number regime, lean piloted premixed 
turbulent flames, PM1-100 and PM1-200, which were experimentally studied by Dunn et al. [18, 19] are numerically investigated. The 
results obtained from the study indicate that the premixed-MMC model is more effective in capturing the instantaneous flame structure 
of the PM1-100 flame, which is closer to the flamelet regime. However, when it comes to the PM1-200 flame, which has a higher 
Reynolds number, the simulations do not accurately capture the extinction-reignition events, leading to considerable overprediction of 
species production. 

Keywords: high Karlovtiz number regime, premixed combustion, multiple mapping conditioning, shadow position 
 

 

1. Introduction 

Creating low-pollution mixed-mode combustors 
requires validated numerical models. Direct Numerical 
Simulation (DNS) is still not feasible for engineering 
applications, notwithstanding the improvements in the 
computational capacities of modern high-performance 
computing facilities. Large Eddy Simulation (LES) is a 
cost-effective alternative that captures turbulent 
combustion's unsteady physics while avoiding DNS's 
excessive computational costs by filtering small 
dissipative structures. In LES, however, a Turbulent-
Chemistry Interaction (TCI) model is required to 
calculate the filtered chemical source term as the flame 
front is commonly unresolved [1, 2]. The TCI models 
proposed for LES of turbulent premixed combustion are 
commonly developed based on the flamelet assumption 
[3, 4], which theoretically limits their range of 
application. An alternative option is the Transported 
Probability Density Function (TPDF) approach, wherein 
the chemical source appears in the closed form; thus, it 
does not rely on any restricting assumptions [5-7]. Still, 
a mixing model is required in the TPDF approach to 
model the effects of molecular mixing at sub-filter scales 
[2, 8]. The development of mixing models for turbulent 
premixed combustion is still in progress. Commonly 
used mixing models, such as Modified Curl and 
Interaction by Exchange with the Mean (IEM), do not 
preserve the physical localness of mixing, which causes 
erroneous prediction of flame’s propagation speed and 
structure [8]. 

Multiple Mapping Conditioning (MMC) is a promising 
paradigm for constructing mixing models that are not 
prone to this shortcoming. Therein, mixing locality is 
imposed within a mathematically independent reference 
space [9]. Robust and efficient mixing models are 
developed for LES of turbulent non-premixed flames 
using the MMC framework, which can provide accurate 
predictions using a sparse set of Lagrangian particles by 
incorporating a mixture fraction-like reference variable 
[10]. Still, it can’t be extended to premixed flames as 
burned and unburned fluid parcels with similar mixture 
fractions can exist across the flame front [11]. 
Alternative options recommended for this purpose 
include a progress variable-like [6] and shadow-position 
reference variables [12]. 

Shadow-position reference variables suggested by 
Sundaram and Klimenko [15] temporally evolve 
according to the Stochastic Differential Equations 
(SDEs) that are similar to SDEs proposed for the 
Shadow Position Mixing Model (SPMM) by Pope [13]. 
Nonetheless, an effective diffusion coefficient 
proportional to the ratio between the turbulent and 
laminar flame propagation speeds, denoted as 𝜆, is used 
therein instead of the turbulent diffusion coefficient used 
by Pope. This change of parameter, nonetheless, does 
not affect the linearity and independence of the original 
SPMM model. Shadow-position reference variables 
proposed by Sundaram and Klimenko [12] quantify the 
filtered position of the flame front in the shadow-
position reference space, and the localness of mixing is 
ensured by enforcing localness in the shadow-position 
space. 
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The premixed-MMC mixing model utilising shadow-
position reference variables was previously used for LES 
modelling of turbulent piloted premixed flames in the 
thin reaction zone using constant [14, 15] and flow-
adapted values [16, 17]. The aim of this paper is to 
examine the performance of the premixed-MMC model 
in LES modelling of turbulent premixed flames at high 
Karlovitz number regimes by simulating PM1-100 and 
PM1-200 flames from the piloted premixed jet burner 
(PPJB) flames series, which were experimentally studied 
by Dunn et al. [18, 19].  

2. Methodology 

2.1 Premixed MMC mixing model 

The governing SDEs for Lagrangian simulation of the 
PDF transport equations are: 

𝑑𝒙 𝑼 ∇ �̅�𝒟 𝑑𝑡  2𝒟 𝑑𝒘 , (1) 

𝑑𝜙 𝜔 𝛟 𝕊 𝜙 𝑑𝑡, (2) 

𝕊 𝜙 |𝝃 𝝃 0, (3) 

where bar   and tilde   indicate spatially filtered, and 
Favre filtered quantities. Superscript  , 𝜌 and 𝑼 show 
notional particles’ quantities, density, and velocity 
vector, respectively and 𝒟 𝒟 𝒟  stands for the 
summation of the molecular and sub-grid scale 
diffusivities. The molecular mixing and the vector of 
independent Wiener processes are shown by 𝕊   and 
𝑑𝒘, respectively, and chemical reactions are represented 
by 𝜔  . 

As shown by Eq. 3, the MMC mixing process locally 
conserves mean scalar values in the 𝝃-space. The filtered 
position of the flame front is resolved in the 𝝃-space; 
therefore, the evolution of 𝝃  follows the evolution of 
the 𝒙 , and the local conservation of mean scalar values 
in the shadow-position space translates into the local 
conservation of mean scalar values in the physical space.  

The SDE that governs the temporal evolution of the 
notional particles in the shadow-position space is: 

𝑑𝝃 𝑼𝑑𝑡
𝒙 𝝃

 2𝒟 𝑑𝒘 , (4) 

where 𝜏  denotes the turbulent flame front motion's 
characteristic time relative to its filtered position, and 
here is set equal to the sub-grid fluctuations’ time scale. 
In the above equation, 𝒟  is the effective diffusion 
coefficient in shadow-position space, which is obtained 
as [12]: 

𝒟 𝒟𝜆 , (5) 

where 𝜆 𝑢 /𝑆 , and 𝑢  and 𝑆  denote the flame’s 
turbulent and laminar propagation speeds, respectively.  

The premixed MMC mixing model maintains the 
flamelet structure of flame in the shadow-position space 
by imposing localness in 𝝃-space which minimises 
mixing across the filtered flame front. In case of a small 

dispersion between the location of notional particles in 
physical and shadow-position spaces, flamelet structures 
will also be maintained in the physical space. Otherwise, 
the structure of the flame will be distorted in the physical 
space due to substantial dispersion between 𝝃𝒑 and 𝒙𝒑. 
Thereby, the structure of the flame in physical space 
depends on the relative dispersion between the location 
of notional particles in shadow-position and physical 
spaces. 

2.2 Model’s implementation 

The MMC-LES modelling of piloted premixed flames is 
performed using the mmcFoam package, which is 
developed as an OpenFOAM-compatible hybrid 
Lagrangian/Eulerian solver for MMC modelling of 
turbulent combustion [20]. A low-Mach, compressible 
LES solver with PISO pressure-velocity coupling and 
Smagorinsky [21] sub-grid scale model is used here to 
obtain the filtered velocity, pressure and turbulent 
diffusivity. The 𝜆 parameter is obtained using Charlette's 
model [22] for the flame wrinkling factor [16, 17]. Once 
the calculation of Eulerian fields is performed, Eulerian 
fields are interpolated at the particle locations. 
Afterwards, the simulation of the Lagrangian phase is 
carried out by integrating the SDEs (1), (2), and (4). 
Two-way coupling between the Eulerian and Lagrangian 
solution is performed using an equivalent enthalpy 
method [20]. For mixing, notional particle pairs are 
selected using a k-dimensional tree algorithm that finds 
the nearest particles in 𝝃-space. Thereafter particle pairs 
are mixed as 

𝜙 𝑡 ∆𝑡 𝜙 𝑡 𝜇 𝜙 , 𝑡 𝜙 𝑡 , (6) 

𝜙 𝑡 ∆𝑡 𝜙 𝑡 𝜇 𝜙 , 𝑡 𝜙 𝑡 , (7) 

In the above Eqs., 𝜙 ,  is the weighted mean, and 𝜇 
indicates the mixing extent obtained as: 

𝜇 1 exp , , (8) 

where the sub-filter mixing timescale, 𝜏 , , is obtained 
as: 

𝜏 , ∆

𝒟
. (9) 

In Eq. (9), 𝐶  is a constant value equal to 0.1 and Δ  
denotes the LES filter width. The sub-filter mixing 
timescale, which is commonly evaluated using the 
equilibrium assumption, underpredicts the scalar 
dissipation rate in LES of turbulent premixed flames 
when the flame front is unresolved. Therefore, the sub-
filter mixing frequency is enhanced by dividing the sub-
filter mixing timescale by the flame wrinkling factor to 
improve the accuracy of the estimation of the scalar 
dissipation rate [23].  
 

2.3 Simulation setup 

The PPJB burner issues a high-speed central lean 
premixed methane-air fuel jet with an equivalency ratio 
of 0.5 and a diameter of D=4mm. A low-speed pilot that 
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consists of burnt products of a stochiometric methane-
air mixture with a bulk velocity of 5.2 m/s surrounds the 
central fuel jet. Jet and pilot streams are shrouded by a 
hot co-flow comprising the burned products of a lean 
premixed hydrogen-air mixture [18, 19]. As mentioned 
previously, PM1-100 and PM1-200 flames are studied 
here. The bulk velocity of the central jet is equal to 100 
m/s for PM1-100 flame, corresponding to Reynolds and 
Karlovitz numbers of 25000 and 1600, respectively. For 
PM1-200 flame, the bulk central velocity of 200 m/s 
results in the Reynolds and Karlovitz numbers of 50000 
and 3500, respectively. A cylindrical computational 
domain with a height of 75D and a diameter of 25D is 
used in current numerical simulations, which is 
discretised using a non-uniform computational grid that 
comprises ~650000 computational cells. The fuel jet 
boundary conditions are obtained using separate pipe 
simulations. The rest of the boundary conditions are set 
according to the recommendations of Rowinski and 
Pope [5]. 

3. Results and Discussion 

Figures 1 and 2 illustrate the scatter plots and conditional 
means of CO and OH concentrations, respectively. 
Results are collected at six locations along the axial 
coordination in the X direction. Scatter plots are obtained 
from numerical results. Darker shades of grey in these 
pictures indicate more data points and are just a by-
product of the post-processing step, not explicitly 
quantified. Results shown in Fig. 1 indicate that the CO 
production is overestimated for PM1-200. A similar 
trend can also be observed for the predictions obtained 
for the OH concentrations in Fig. 2.  

Figure 3 illustrates the results obtained for the 
conditional mean values for the CO and OH 
concentrations product at 𝜓 1400𝐾, where 𝜓 
indicates the sample space variable for temperature. It 
can be observed that the results obtained for PM1-100 
show a continuous decrease along the flame, which 
agrees with the trend observed in experimental results. 
The discrepancy between the experimental and 
numerical results is higher at upstream locations for 
PM1-100, and the accuracy of simulation improves 
downstream. The major reason for this discrepancy 
could be due to overprediction of the pilot entrainment 
observed in the simulations. For PM1-200, however, the 
numerical results show a substantial overprediction 
throughout the flame, which is consistent with the results 
depicted in Figs 1 and 2. The discrepancies observed for 
PM1-200 indicate that extinction–reignition events that 
occur in this flame are not accurately captured in 
numerical simulations.  

 

 
Figure 1: Scatter plots and conditional means of 𝑋  compared with 

experimental data [19] 
 

 
Figure 2: Scatter plots and conditional means of 𝑋  compared 

with experimental data [19] 



 
68 

It should be mentioned that previous studies have also 
found the PM1-200 challenging in this regard [3, 5, 7]. 
According to Rowinski and Pope [5], the mixing model's 
performance plays a crucial role in accurately predicting 
reaction progress. Hence, investigating the sensitivity of 
results to variations in 𝜆 and sub-filter mixing timescale 
calculations is essential to improve the model's 
performance for predicting reaction progress in PM1-
200 flame. 

 
Figure 3: Conditional mean values for the product of CO and OH 

concentrations at 𝜓 1400𝐾, where 𝜓 indicates the sample space 
variable for temperature, compared with experimental data [19] 

4. Conclusions 

LES/PDF simulations using a premixed-MMC mixing 
model with a shadow position reference variable were 
performed for piloted premixed turbulent flames, PM1-
100 and PM1-200, in the high Karlovitz regime. The 
premixed-MMC model includes a flow-adapted model 
parameter λ that controls the turbulent propagation speed 
of the flame. The results obtained indicated that the 
premixed-MMC model could capture the instantaneous 
flame structure of the PM1-100 flame with reasonable 
accuracy. Still, it has not accurately captured the 
extinction-reignition events in PM1-200 flame and 
considerably overpredicted species production. 
Therefore, further investigation into the sensitivity of the 
results to variations in λ and sub-filter mixing time-scale 
calculations is necessary to improve the accuracy of 
numerical results for PM1-200 flame. 
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Emission analysis of an ammonia fueled micro-combustor with 
double-channel reverse flow structure 

Hui Rong, Dan Zhao and He Zhao 
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Christchurch 8041, New Zealand 
 

Abstract 
 This study proposes a novel micro-combustor fueled by ammonia and oxygen, employing a double-channel inlet and double-

channel outlet (DIDO) configuration with the reverse flow structure. The investigation delves into the parameters of volumetric flow 
rate of ammonia (Qv), inlet pressure (Pin), equivalence ratio (Φ), on nitrogen oxide emissions of the micro-combustor. It is observed 
that, in comparison to conventional systems, the DIDO combustor is capable of generating a vortex at the outlet, thereby reducing 
NOx emissions. Specifically, at a Qv of 900 mL/min, the NO concentration at the outlet can be curtailed by 29.23%. Furthermore, NO 
emissions exhibit a gradual decline with the increase of Φ and Pin. This study demonstrates the feasibility of reducing emissions by 
varying its structure for thermophotovoltaic applications. 

Keywords: thermodynamics, micro-combustion, ammonia, NOx emissions 
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Endoscopic high-speed imaging for hydrogen gas jet visualisation 
in a production spark ignition engine 

C. Zhang1, D. Kim1 and S. Kook1,* 
1School of Mechanical and Manufacturing Engineering, The University of New South Wales, NSW 2052 Australia 

 

Abstract 
Hydrogen plays a key role in reducing carbon dioxide emissions from combustion engines. In the spark ignition engine, its use is 

limited by backfiring, preignition and knocking issues. To tackle these, hydrogen direct injection technology has been developed in 
which complex jet-flow interactions occur during the fuel injection in the compression stroke. In this study, endoscopic high-speed gas 
jet visualisation (eHS-GV) is performed in a near-production engine for enhanced fundamental and practical knowledge about the jet 
development. The intake air is seeded with olive oil droplets and a high-speed laser inserted through an endoscope is used to illuminate 
them. Another endoscope connected to a high-speed camera captures darker signals caused by relatively cold gas jet injection. The 
acquired high-speed movies are post processed to analyse the gas jet penetration duration, and air entrainment and mixing duration. The 
engine is controlled to vary the injection timing and pressure while keeping the engine load and speed conditions constant at 160 Nm 
and 2000 revolutions per minute. The results show higher injection pressure leads to faster jet penetration and reduced mixing duration 
to reach more lean homogeneous mixture conditions required for nitrogen monoxide suppression. The retarded injection timing results 
in longer penetration duration due to the back pressure build-up; however, the mixing duration is reduced due to positive interactions 
with the tumble flow. 

Keywords: SI engine, endoscopic imaging, hydrogen gas jet, direct injection 
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blends in direct-injection engine conditions 
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Abstract 
This work aims to assess the ignition and combustion characteristics of methane (CH4), hydrogen-methane blend (H2-CH4) and 

hydrogen (H2) jet in simulated direct-injection, compression-ignition conditions. The experimental parameters were set at a constant 
value, including ambient temperature (1060 K), ambient density (24 kg/m3), ambient oxygen concentration (21 vol.%) and reservoir 
pressure (20 MPa). High-speed schlieren imaging, pressure trace measurement and heat release rate analysis were applied to the jet 
flames. The optical images reveal three distinct ignition patterns can be observed for the fuel blends, namely, single-kernel ignition, 
multi-kernel ignition and voluminous ignition, with proportions dependent on fuel compositions. The results also show that the ignition 
patterns can impact the associated apparent heat release rate profile and flame stabilisation. 

Keywords: hydrogen compression ignition, methane compression ignition, constant-volume combustion chamber, direct 
injection, flame evolution patterns 
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The impact of nitric oxide (NO) on hydrogen oxidation in a high-
pressure turbulent flow reactor 
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Abstract 
Hydrogen (H2) oxidation produces only water which makes hydrogen an attractive fuel to reduce green-house gas emissions. 

However, due to its high combustion temperature, H2 produces high nitrogen oxide (NOx) emissions when used in combustion engines 
which could significantly alter the end gas autoignition behaviour. This work investigates H2 oxidation sensitised by 50-1000 ppm nitric 
oxide (NO) in a turbulent flow reactor at 1 to 44 bar, 750 to 900 K, and with an equivalence ratio of 0.02-0.05. A consistent promoting 
effect on H2 oxidation is observed with increasing NO addition at a given temperature and pressure. By contrast, at a given NO level, 
higher pressure monotonically inhibits hydrogen oxidation, where more NO is required to maintain the oxidation rate. Literature models 
are found to reproduce H2 profiles reasonably well but fail to predict NO and NO2 profiles. 

Keywords: hydrogen oxidation, NOx, high-pressure flow reactor 
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Visibility of hydrogen flames: Spectral imaging and impact of 
sodium 
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Abstract 
Despite the enormous decarbonisation potential of the direct replacement of natural gas with hydrogen, there are some operational 

constraints due to the different burning characteristics of hydrogen. One of the challenges is the low visible light emission from hydrogen 
flames. The change in visible radiation from the combustion of hydrogen compared with natural gas is a safety concern, whereby visual 
observation of a flame may be difficult. This paper aims to provide clarity on the visual appearance of hydrogen flames via a series of 
measurements of flame visibility and emission spectra, accompanied by the assessment of strategies to improve the safe use of hydrogen. 
Of particular note is the impact of sodium on the visual appearance of hydrogen flames, which was verified via spectroscopy and filtered 
flame photography. 

Keywords: hydrogen, safety, flame visibility 
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Probabilities of burn-through and back surface flaming of 
pressure treated wood exposed to firebrand pile at large scale 

M. Mohamed*, T. D. Penman, and A. I. Filkov 
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Creswick, Victoria 3363, Australia 
 

Abstract 
Firebrands are responsible for a large fraction of structural losses in the Wildland-Urban Interface by increasing the rate of fire 

propagation by either direct ignition of structures or contributing for structure-to-structure fire spread. The current study aims to explore 
the effect of firebrand pile exposure on ignition likelihood of pressure treated wood decking specimens in the presence of wind. Three 
parameters are varied through the tests, namely, wind speed (1.4 m/sec and 2.7 m/sec), moisture content (7 % and 26 %), and firebrand 
pile orientation with respect to airflow (0° and 90°). Probability of burn-through along the depth of the specimen, flaming ignition at 
the back surface of the specimen and re-flaming ignition at the back surface were investigated. Thermal behaviour was captured by 
using DSLR cameras at the top and back surface of the tested samples. For the current experimental conditions, it is determined that 
2.7 m/sec wind speed is accompanied by high propensity of burn-through and is necessary for the occurrence of back flaming. The 
firebrand pile orientation affects the airflow dynamics within the burning zone and consequently, the occurrence of burn-through and 
back surface flaming. The 7 % MC is found to raise the propensity of burn-through and back surface flaming. The highest probability 
of burn-through and back surface flaming was associated with 2.7 m/sec wind speed, 7 % MC and pile orientation of 90° or 0°, 
respectively. 

Keywords: wildland urban interface fires, firebrands, firebrand piles, ignition  
 

 
1. Introduction 

Wildfires are uncontrolled fires that occur in areas 
dominated by vegetation [1]. Particularly, wildfires 
become dangerous when propagate into the Wildland-
Urban Interface (WUI). Nowadays, WUI fires are 
becoming a significant concern in areas where wildland 
vegetation is adjacent or in close proximity to areas of 
human development [2]. The potential threat of WUI 
fires is also elevated due to the increased expansion of 
urbanization into the wildland [3]. Strong convective 
updrafts in WUI fires can propel small pieces of burning 
vegetation and solid materials, also called firebrands, 
into the atmosphere [4] and result in new ignitions 
several kilometres from the main fire front [5]. The 
process of spotting is a stochastic form of fire spread and 
a common mechanism of WUI fire propagation, posing 
a significant threat to humans’ life and environmental 
settings in WUI [6]. Generally, the role of firebrands in 
spotting fires is accompanied by the following 
mechanisms: generation, transport, and ignition of 
recipient fuel after landing [7]. Typically, the 
accumulation of firebrands upon landing in the form of 
piles has been found to be responsible for a large fraction 
of structure losses by increasing the rate of fire spread by 
direct ignition and acting as a source of structural fire 
propagation. However, existing research is mostly 
focused on the small-scale ignition of fuel beds or 
structural elements by single firebrand or group of 
individual firebrands [8-12]. In fact, the influence of 
firebrand piles exposure on the ignition propensity of 
building materials has been significantly limited and 
further investigation is needed by performing large-scale 
laboratory experiments to replicate real scenarios and to 

identify the parameters dominating the ignition, 
combustion, and burning rate of various structural 
elements and assemblies when exposed to firebrand 
piles. Thus, the aim of the present study is to carry out 
large-scale firebrand piles exposure experiments to 
investigate ignition propensity and thermal behaviour of 
a representative building materials by varying the 
applied wind speed, moisture content of tested samples, 
and firebrand pile orientation.  

2. Experimental set-up 

The current study employs a particular set-up to 
conduct large-scale firebrand exposure experiments. The 
set-up includes a decking specimen, a system of fans to 
replicate the effect of the wind and firebrand piles of 
different orientation (Fig. 1). During the tests, the mass 
loss (ML), mass loss rate (MLR) and temperature of the 
specimen surface were measured using a balance (PGL 
20001) and a FLIR T1040 thermal camera, respectively. 
These results are not included here and will be presented 
in future work. Firebrand pile of 80.5 grams was 
deposited on a specimen. It was prepared by burning 
approximately 100 grams of birch dowels on a burner for 
around 25 seconds and left till no flames are observed. 
Firebrand piles of 5 cm x 10 cm x 2.5 cm (LxWxD) with 
the 2 orientations were tested in the study: parallel (5 cm 
facing air flow, 0° hereafter) and perpendicular (10 cm 
facing air flow, 90° hereafter). The tested firebrand pile 
mass and shape are consistent with observed in 
experiments of decking assemblies ignition when 
exposed to firebrand showers [13] and have also been  
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Fig. 1: Experimental set-up. 

used in other recent studies [8, 9]. The tested pressure 
treated wood (PTW) specimen was 60cm x 60 cm and 
consisted of 4 boards with dimensions of 60cm x 14cm 
x 1.8 cm (LxWxD) each. The firebrand pile was 
deposited on the second board from the right (Fig. 1). 

A system of 18 fans attached together in 3 rows was 
used to produce 1.4 m/sec and 2.7 m/sec wind, where a 
honeycomb was placed in front of the fans to reduce the 
level of turbulence intensity to <5 %. The airflow was 
always in the direction towards the glowing firebrand 
pile. One DSLR camera (Panasonic, Lumix S5) was used 
to observe firebrand exposure from right side, and two 
GoPro cameras (Hero4) are utilized to record from the 
back surface and the left side of the specimen (Fig. 1). 
An infrared camera (FLIR T1040) was used to measure 
the temporal and spatial variation of temperature on the 
back and top surface of the specimen. A scale was used 
to measure the mass loss (ML) and mass loss rate (MLR) 
of the sample. Combining MLR with measurements of 
heat of combustion using bomb calorimeter IKA C1, 
Heat Release Rate (HRR) was calculated. An 
experimental matrix is presented in Table 1. Six 
repetitions were conducted for each experimental 
condition. 

3. Results and discussion 

Probabilities of burn-through and back surface 
flaming ignition is presented in Fig. 2. The results are 
based on visual observations from the cameras used 
during experiments. It was found that 2.7 m/sec wind 
speed, 7 % MC, and 90° firebrand pile orientation 
resulted in higher likelihood of burn-through.  

For the same wind speed and MC, firebrand pile 
orientation of 90° increases the probability of burn-
through. For the same wind speed and pile orientation, 
decreasing MC from 26 % to 7 % increases the 
probability of burn-through. For the same MC and pile 
orientation, increasing the wind speed increases the 
probability of burn-through. Among all factors, wind 
speed has a greater effect on achieving a high probability 
of burn-through.   

Applying 2.7 m/sec wind speed with either 90° pile 
orientation (S4), low MC (S7) or both (S8) resulted in 
100 % of burn-through probability. It was observed that 
83 % burn-through probability was achieved for S3 and 
S6 series, suggesting that 2.7 m/sec wind speed has the 

Table 1: Experimental conditions. 

Series Repetitions Wind 
speed 

(m/sec) 

MC (%) Pile 
orientation 

S1 6 1.4 26 0˚ 
S2 6 1.4 26 90˚ 
S3 6 2.7 26 0˚ 
S4 6 2.7 26 90 
S5 6 1.4 7 0˚ 
S6 6 1.4 7 90˚ 
S7 6 2.7 7 0˚ 
S8 6 2.7 7 90˚ 

same effect as 7 % MC and 90° pile orientation 
combined.  

The data in Table 1 was analyzed by comparing absolute 
difference of the burn-through probability by varying 
one variable (e.g. wind speed, MC % or firebrand pile 
orientation) while keeping the other two variables 
constant. This resulted in four pairs of conditions. For 
instance, varying firebrand pile orientation from 0° to 
90° while keeping constant wind speed and MC, results 
in the following pairs: S2/S1, S4/S3, S6/S5, and S8/S7. 
The highest difference of 33 % was observed for 
different pile orientation, 7 % MC and 1.4 m/sec wind, 
followed by 17 % difference for pairs of 1.4 m/sec and 
2.7 m/sec at 26 % MC. No difference was observed for 
7 % MC and 2.7 m/sec wind. Similar analysis is 
employed also for the rest of the variables. It was 
determined that on average increasing wind speed has 
the highest influence on the probability of burn-though 
(42 %) compared to decreasing the MC % and changing 
the pile orientation from 0° to 90°, both having the same 
effect statistically (17 %). It can be assumed that 90° pile 
orientation has the largest exposed area to the airflow, 
and consequently, improving the combustion efficiency 
of the firebrand pile and the tested sample leading to 
higher probabilities of burn-through. 

In terms of the initial back surface flaming, the 
highest probability was observed with 2.7 m/sec wind 
speed, 7 % MC, and 0° firebrand pile orientation. A total 
of 24 tests were performed at 1.4 m/sec with different 
configuration of MC and firebrand pile orientation, at 
which the back surface flaming was observed only once 
(S6: 1.4 m/sec; 7 %; 90°). The flaming at the back 
surface of the PTW sample mostly occurs when 2.7 
m/sec wind speed was applied. Therefore, it can be 
assumed that 2.7 m/sec wind speed is the dominating 
parameter results in flaming ignition at the back surface.  

One reason for this may be the amount of oxidizer 
supplied to the combustion zone. The airflow dynamics 
and combustion intensity on the back surface can be 
influenced by the orientation of the firebrand pile, and 
consequently the shape of the hole, and the wind speed 
(Fig. 3). For example, at a wind speed of 2.7 m/s with a 
90° orientation, the wind cannot sufficiently penetrate 
the combustion zone due to the small longitudinal 
distance of the combustion zone along the airflow 
direction. As a result, less oxidizer is delivered to the 
combustion zone on the back surface, resulting in a 
lower probability of back flaming ignition at 90° 
orientation, as shown in Fig. 2. Similarly, a wind speed  
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Fig. 2: Probability of burn-through and back surface flaming: 

Count is the number of times the event occurred out of 6 
repetitions.  

of 1.4 m/s does not provide enough oxygen at both 
orientations of the firebrand pile to initiate flaming 
ignition at the back surface. Alternatively, the 
longitudinal distance could affect on the convective heat 
transfer coefficient, subsequently changing the cooling 
effect through convection. However, these assumptions 
require further investigation. 

Comparing S4 to S3, it was found that changing the 
pile orientation from 90° to 0° at 26 % MC and 2.7 m/sec 
wind  was  associated  with  a  34 %  increase  in  the 
probability of back surface flaming. While changing the 
pile orientation at 7 % MC and the same wind speed (S8 
and S7) resulted in 16 % increase in the probability of 
back surface flaming. Obviously, changing the 
orientation of the pile from 90° to 0° has the effect on 
increasing the probability of back surface flaming.  

When comparing S4 to S8 (90° orientation and 
2.7 m/sec wind), it was found that a decrease in MC from 
26 % to 7% was associated with a 34 % increase in the 
probability of the back surface flaming. While for the 0° 
orientation (S3 and S7), a decrease in MC was only 
associated with a 16 % increase in the probability of back 
surface flaming. However, it should be noted that for the 
S3-S7 pair, the probability of flaming was the highest, 
67% and 83 % respectively. Clearly, decreasing MC 
from 26 % to 7 % has an effect on increasing the 
probability of back surface flaming. It was observed that 
similar 67 % back surface flaming probability was 
achieved for S3 and S8 series suggesting that 0° pile 
orientation may have approximately similar effect as 
7 % MC in terms of combustion efficiency.  

Regarding the probability of back surface flaming, 
the interplay between 2.7 m/sec wind speed, 7 % MC, 
and 0° pile orientation, was examined in more detail. For 
a wind speed of 2.7 m/sec and a 90° pile orientation 
(S4/S8), a reduction in MC from 26% to 7% results in a 
34% increase in the back surface flaming probability. 
Similarly, for a wind speed of 2.7 m/sec and 26 % MC 
(S4/S3), changing the firebrand pile orientation from 90° 
to 0° resulted in a 34% increase in the probability of back 
surface flaming. However, in cases when 2.7 m/sec wind 
speed was combined with 0° pile orientation (S3/S7), a 

reduction in MC from 26% to 7% resulted in only a 16% 
increase in the probability of back surface flaming. 
Likewise, if 2.7 m/sec wind speed was combined with 
7 % MC (S8/S7), changing the pile orientation from 90° 
to 0° resulted in an increase in the probability of back 
surface flaming for only 16 %. It is clear that among 2.7 
m/sec wind speed, 7 % MC and 0° pile orientation, 
applying only two parameters including 2.7 m/sec wind 
speed is sufficient in approaching a critical probability 
threshold of back surface flaming.   

Similar to burn-though analysis, we compared pairs 
of back surface flaming for different wind speed while 
keeping same firebrand pile orientation and MC %. The 
highest difference of 83 % was observed for 7 % MC and 
0° pile orientation (S7/S5), followed by 67 % difference 
for 0° pile orientation at 26 % MC (S3/S1), then by 50 % 
difference for 90° pile orientation at 7 % MC (S8/S6), 
and eventually by 33 % difference for 0° pile orientation 
at 26 % MC (S4/S2). Similar analysis was employed also 
for the rest of the variables. It was found that on average 
increasing wind speed had the highest influence on the 
probability of back surface flaming (58 %) compared to 
reducing the MC (17 %) and changing the pile 
orientation from 90° to 0° (8 %).  

As represented in Fig. 2, the probability of re-flaming 
at the back surface of the PTW sample occurs only at 2.7 
m/sec wind speed and 0° pile orientation. This result 
indicates that the increase in wind speed and 0° 
orientation are important parameters associated with 
back surface flaming ignition. Similar to back surface 
flaming ignition, the probability of re-flaming increases 
when MC decreases from 26% to 7%.  

Our results are consistent with other studies [8-10], 
in which it was found that an increase in wind speed 
increases the probability of ignition and intensity of 
combustion of structural elements from firebrands. Also, 
the presented findings are in agreement with previous 
results that indicated that decreasing MC % is an 
important factor that increases the probability of ignition 
[11, 12]. Regarding the firebrand pile orientation, further 
analysis is required to identify the influence of the pile 
angle on the airflow dynamics in the combustion zone. 

The back surface flaming duration is shown in Fig. 4. 
The statistical analysis was performed based on 95 % 
confidence level represented by notches around the 
median of each group. The notches of all boxes overlap, 
indicating that their medians are not significantly 
different.  

 

Fig. 3: Effect of firebrand pile orientation on the airflow 
dynamics. Blue rectangular is the firebrand pile orientation; and 

red arrow is the wind direction. 



77 

 
Fig. 4: Duration of back surface flaming: black square is the 

mean; green line is the median; Count is the number of times the 
event occurred out of 6 repetitions; and FD is the flaming 

duration. 

The notches extend beyond the 25th and 75th 
percentiles, showing the uncertainty of the true median 
value. This occurs even for 4 and 5 repetitions, 
suggesting that a larger sample size is needed to identify 
the influence of the factors under study on flaming 
duration. There are statistically insignificant differences 
between medians, but it is still of value to compare 
absolute values between pairs. At the same wind speed 
and MC (S4/S3 and S8/S7), it was found that the back 
surface flaming duration increased by approximately 3.1 
minutes by changing the firebrand pile orientation from 
90° to 0°. At same wind speed and firebrand pile 
orientation (S3/S7 and S4/S8), it was found that the back 
surface flaming duration increased by approximately 0.4 
minutes by reducing the MC from 26 % to 7 %. Since 
there was no back surface flaming observed at 1.4 m/sec, 
increase of wind speed is not discussed. 

4. Conclusions 

In this study we investigated the effect of MC %, 
wind speed, and firebrand pile orientation on burning 
behaviour of PTW samples. Conditions that resulted in 
the highest probability of burn-through and back surface 
flaming were associated with 2.7 m/sec wind speed, 7 % 
MC %, and pile orientation of 90° or 0°, respectively. 
Increasing wind speed plays a crucial role in elevating 
the likelihood of burn-through and is necessary for the 
occurrence of back surface flaming. 90° orientation 
possesses higher burning efficiency for the firebrand pile 
results in increasing the probability of burn-through as it 
has the highest exposed area to the airflow, resulting in 
higher probability of burn-through. After burn-through, 
the 0° orientation of the pile leads to an increased 
probability of back surface flaming and promotes longer 
flaming. It is assumed that the 0° orientation has better 
airflow dynamics towards the combustion zone on the 
back surface of the sample, as it has the greatest extent 
in the airflow direction. Re-flaming at the back surface 
occurred under 2.7 m/sec wind speed and 0° pile 
orientation, confirming the role of 0° firebrand pile 
orientation in improving the oxidation of the combustion 
products at the back surface. 7 % MC led to increased 
burn-through probability and back surface flaming and 

increased the probability of re-flaming. Wind speed and 
firebrand pile orientation have significant roles in the 
probability of back surface flaming, with wind speed 
being the dominant factor, where the airflow dynamics 
are mostly affected by the firebrand pile orientation. The 
back surface flaming duration data showed statistically 
insignificant differences among the implemented 
experimental conditions. Nevertheless, comparing 
medians of the groups show that the back surface 
flaming duration at 2.7 m/sec is only impacted by the 
firebrand pile orientation. However, conducting further 
tests is still needed to assess the impact of wind speed, 
MC %, and firebrand pile orientation on the back surface 
flaming duration of the tested samples. The combination 
of wind speed, MC %, and firebrand pile orientation 
leads to different combustion behaviours which affect 
the likelihood and duration of burn-through and back 
surface flaming. The findings reveal the complicated 
nature of interaction between firebrand piles and PTW, 
highlighting the importance of considering multiple 
factors for a better understanding.  
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Abstract 
In this research a time-dependent investigation was conducted to numerically analyse the effects of wind-driven surface fire on nine 

structures representing a densely built area located on sloped terrains downstream of the fire source. A series of three-dimensional CFD 
simulations was carried out to analyse the effects of varying upslope terrain angles (0°, 10°, and 20°) on an inclined terrain with a 
constant wind velocity of 6 m/s. The numerical modeling was performed using FireFOAM, an integrated fire-atmosphere model that 
incorporates a large eddy simulation (LES) solver. To ensure the reliability of the numerical data, a rigorous validation process was 
undertaken, comparing the simulation results with real-world aerodynamic measurements taken from a full-scale building model, with 
no influence from fire-related effects. The results of the current work, highlight the fire-wind interactions and their impact on Wildland 
Urban Interface in the presence of flat and inclined terrain. The findings indicated that an increase in the inclined terrain angle results 
in a higher integrated temperature across the surfaces of all three rows of buildings. 

Keywords: wildland urban interface, wind–fire interaction, terrain slope 
 

 

1. Introduction 

Wildfires are an inevitable natural disaster that inflicts 
substantial environmental and economic damage. The 
intricate interplay between complex terrains and the 
dynamics of wind flow significantly influences the 
behaviour of fires. The topographical features of an area 
can modify wind patterns, thereby affecting the spread 
and intensity of wildfires. Moreover, it is essential to 
consider the broader context of climate change, as it plays 
a crucial role in exacerbating wildfire risks. Climate 
change leads to alterations in temperature, precipitation 
patterns, and vegetation dynamics, creating favourable 
conditions for the ignition and rapid spread of wildfires. 
The combination of complex terrains and climate change-
induced factors underscores the urgency to understand 
and mitigate the impacts of wildfires on both ecosystems 
and human societies. 

The impact of terrain slope on fire spread rate in 
inclined plane has been examined by some researchers [1-
3]. The interaction between wind and fire in sloped 
terrains is highly complex, with terrain slope playing a 
pivotal role in determining the rate of fire spread [4]. 
Recent studies have delved into the effects of terrain slope 
and wind on wildfire behaviour, revealing that an 
escalation in terrain slope corresponds to an increase in 
the rate of fire spread [5-7]. Moreover, investigations have 
reported that in windward inclined terrains, the 
acceleration of airflow contributes to more extensive fire 
propagation [8,9]. An essential area of wildfire research 
focuses on analysing the thermal and aerodynamic impact 
of fire-induced wind on urban building structures. He et 
al. [10], conducted a numerical investigation on the 
interaction between wind and structure in the presence of 

bushfire. In their study, Fire Dynamics Simulation (FDS) 
platform was used to investigate the enhancement of wind 
by fires and the impact on a single structure. The authors 
underscored the critical need for more comprehensive 
research on the influence of wind on fire dynamics and its 
effects on building structures, particularly when 
employing grid sizes smaller than the boundary layer 
thickness. 

Sharples [11] examined the risks associated with 
bushfires and the behaviour of fires in mountainous 
regions. Their study focused on the mountain 
meteorology parameters and their potential influence on 
bushfire behaviour. Notably, they observed a correlation 
between the terrain slope and the flame's stream-wise 
velocity profile, as well as the fire-induced flow. In a 
complementary investigation, Mendes-Lopes et al. [12] 
conducted a series of experiments to gather data on the 
rate of spread, flame propagation, and associated 
characteristics. Their research provided valuable insights 
into these aspects of fire behaviour.  

A numerical study using LES method is done by 
Ghader et al. [13] to simulate the interaction between an 
idealized cubic structure in the Wildland-Urban Interface 
and Wind-Driven Wildfire. The results showed that the 
presence of a building increases the growth and formation 
of buoyant instabilities, and consequently affects the 
behaviour of the fire’s plume. 

Edalati-nejad et al. [14] investigated the interaction of 
wind, fire intensity and downslope terrain for a single 
building in wildfire-prone areas. They found that at higher 
wind speeds, a single building located on steeper 
downslope inclinations is at an overall higher risk of 
bushfire attack, whereas at lower wind speed, a single 
building on steeper downslope terrain is at an overall 
lower risk of bushfire attack. 
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Prior studies have provided essential numerical 
insights into the influence of wind-driven surface fires on 
the dynamic behaviour of fires and temperature profiles 
downstream of the fire source. Nevertheless, there 
remains a significant knowledge gap regarding the 
underlying mechanisms that govern the interaction 
between horizontal wind flow, fire plumes, and their 
impact on the velocity profile surrounding a set of 
buildings situated on sloped terrains, as well as the surface 
temperature of each building downstream of the fire 
source.  

This research seeks to address this gap by conducting 
a comprehensive and quantitative analysis of the factors 
that contribute to changes in surface temperature of 
buildings located on sloped terrains with varying slope 
angles.  

2. Model Description  

2.1 Geometrical model and boundary 
conditions 

This study employs nine 6 × 6 × 6 m cubes to represent 
a wildland-urban interface (WUI) area affected by a wind-
driven wildfire. The dimensions of each cubic structure 
match those utilized in the full-scale Silsoe cube 
experiment conducted by [15]. The WUI community 
under investigation is surrounded by a computational 
domain measuring 75 × 50 × 25 m, as depicted in Figure 
1. To replicate a line fire configuration, a static fire source 
spanning the entire domain was positioned 15 m upstream 
of the first row of buildings. The fire line intensity is 
considered as 10 MW/m. At the inlet of the computational 
domain, a velocity profile following a power-law pattern 
was applied to represent the inflow, as described by 
Equation (1). 

                 

𝑢∗                                                       (1) 

 
Within the provided equation, Zref represents the 

reference height, which in this case corresponds to the 
building's height of 6m. Uref denotes the reference 
velocity, set at 6 m/s. Alpha, a parameter influenced by 
terrain features, is assumed to have a value of 0.16 in this 
study. The top and outlet boundaries were assigned 
typical atmospheric pressure conditions, while the side 
boundaries were treated as free-slip boundaries. 

 

Fig. 1: Schematic of computational domain and the location of the 
buildings 

 
The horizontal slope (domain attack) angle, θ, is 

considered as the angle of gravitational acceleration to the 
z coordinate of the computation domain, which is defined 
as two non-zero components: 

 
𝑔  𝑔 sin 𝜃   and                                       (2) 

       𝑔  𝑔 cos 𝜃  
 
For the current study, the selection of the power 

exponent α, which governs certain aspects of the terrain, 
is based on the terrain category. In this research, a value 
of 0.16 has been chosen for α, in accordance with the 
specific terrain conditions under investigation. 

 

2.2 Numerical method  

Numerical simulations were conducted using 
FireFOAM [16], an open-source software package that 
incorporates physical models related to heat transfer, 
combustion, and turbulent diffusion flames. FireFOAM, 
which is a large eddy simulation (LES)-based solver 
within the OpenFOAM framework, provides a versatile 
C++ toolbox for developing customized numerical codes 
[17]. One of the key advantages of FireFOAM is its 
integration of multiple systematic computational fluid 
dynamics (CFD) sub models, to simulate and solve fire 
dynamics problems. Its versatility is evident in successful 
applications, ranging from solid fuel pyrolysis, fire 
suppression, and fire-wall interactions [14].  [14].  

Fire dynamics are commonly represented by solving 
the Favre-filtered equations of continuity, momentum, 
energy, species, and state, which pertain to fully 
compressible flow and presented in Eq 3-7: 

 

0                             (3) 

 

 ρ υ υ

δ ρ g  ,                                   (4) 

 

 �̅� 𝛼

𝑞 ∇. 𝑞 ,                                       (5) 
 

 ρ D ω ,  (6) 

 
P ρRT,                                   (7) 
 
In this context, the symbols "¯" and "~" represent 

spatial and Favre filtering, respectively. The variable p 
denotes static pressure, h represents total enthalpy, Y  
signifies the mass fraction of species m, and g denotes 
gravitational acceleration. Meanwhile, Pr , Sc , D  , υ, υ , 

P, R, α , δ and ω   correspond to the turbulent Prandtl 
number, turbulent Schmidt number, laminar diffusion 
coefficient, laminar viscosity, turbulent viscosity, density, 
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gas constant, thermal diffusion coefficient, Kronecker 
delta, and the production/sink rate of species m due to gas 
reaction, respectively. 

 

2.3 Model validation 

To validate the numerical model, a comprehensive 
comparison was performed between the mean pressure 
coefficients obtained in this study and the experimental 
measurements conducted by [18] as well as [15]. 
Furthermore, the numerical results of this study were 
cross validated with the findings from [10], as illustrated 
in Figure 2. We observe a deviation between the present 
study and experimental measurements, particularly in the 
region between points 1 and 2, corresponding to the 
turbulent flow at the roof's apex. While increasing mesh 
density could better capture smaller turbulent eddies at 
this location, it is worth noting that such adjustments 
would not significantly impact the temperature results, 
which remains the primary focus of our investigation. 
Furthermore, minor disparities in experimental 
measurements may be attributed to potential measurement 
errors. In summary, the disparities between our findings 
and those of He et al. [10] are attributable to variations in 
mesh density, turbulence models, or other potential 
numerical errors. 

Fig. 2 Comparison of the mean pressure coefficient for the 
experimental studies of [15] and [18] and numerical simulation of 
[10] 

2.4 Grid Sensitivity Analysis  

To enhance the accuracy of the numerical calculations 
and reduce uncertainties, a meticulous sensitivity analysis 
of the mesh was performed on the entire domain, 
employing three distinct sets of structured mesh sizes: 9.1 
million, 12.2 million, and 15.8 million cells. These 
meshes maintain uniformity in all directions. As 
previously mentioned, the subdomain mesh resolution 
was established to be five times finer than that of the 
primary domain. The primary domain mesh sizes were set 
at 0.5m, 0.165m, and 0.5m, while the subdomain mesh 
sizes were set at 0.165m in each dimension. The results 
obtained from the investigation of grid independence, as 
depicted in Figure 3, demonstrate that augmenting the 
number of grid cells initially leads to an increase in the 
area-weighted temperature of the buildings. However, 

further increments in the number of cells have only a 
marginal impact on this temperature index (integrated 
temperature). In other words, increasing the mesh number 
from 9.1 to 12.2 million changes the area-weighted 
temperature of the buildings, but a subsequent increase to 
15.8 million does not significantly affect the temperature 
results. Based on this sensitivity analysis, the second mesh 
number was selected for the present study. 

 

Fig 3. Comparison of the average temperature of the domain against 
time for three tested grid numbers  

3. Results and Discussion  

In this study, a comprehensive time-dependent 
investigation was conducted to analyze the impact of 
terrain slope on a fire bed and its downstream temperature 
distribution in the presence of three sets of three rows of 
buildings, under a wind-field of 6 m/s.  Fig 4.  shows the 
flat terrain (slope angle of zero) and Fig. 5 and Fig.6 show 
sloped terrain at 10 and 20 degrees respectively.   

Comparing the results shown in Fig. 4 with those 
illustrated in Fig. 5 (slope angle 10o) and Fig. 6 (slope 
angle 20o), indicate the influence of terrain slope on the 
temperature distribution caused by the fire bed within the 
domain, considering wind speed of Uref = 6 m/s and fire 
intensity of 10 MW/m.  

The results reveal that as the terrain slope increases, 
the flame tilt angle induced by the buoyancy force also 
increases, subsequently leading to higher temperatures 
near the buildings. This phenomenon arises due to the 
generation of an amplified component of the buoyancy 
force on steeper terrain slopes, intensifying the tilt angle 
and resulting in elevated flame temperatures closer to the 
ground, particularly in the vicinity of the buildings. The 
increment of the flame tilt angle caused by an increase in 
the terrain slope can be seen in figures 4-6. Looking at the 
flame between the inlet of the domain and the first raw 
building, the flame tilt angle can be observed. In Fig. 4 it 
has wider angle compared to Fig. 5 as well as Fig6, which 
is considerably attached to the ground due to the increase 
in the terrain slope.  
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Fig. 4- Contour of temperature distribution for the case with U= 6 
m/s and I= 10 MW/m at flat terrain (Slope 0) 

 

Fig. 5- Contour of temperature distribution for the case with U= 6 
m/s and I= 10 MW/m, Slope 10 

 

Fig. 6- Contour of temperature distribution for the case with U= 6 
m/s and I= 10 MW/m, Slope 20 

4. Conclusion  

The present study focused on investigating the impact 
of inclined terrain with varying slope angles on a fire bed, 
its downstream temperature distribution in the presence of 
a set of nine building structures representing a densely 
built area in WUI. Slope angles of 0°, 10° and 20°were 
considered, along with specific wind-field condition at 
reference velocities of 6 m/s. The key findings of this 
investigation can be summarized as follows: 

 
1. In inclined fields, an increase in the upslope 
terrain angle resulted in a greater tilt angle of the fire 
flame, primarily due to the buoyancy force. This, in turn, 
led to higher temperatures in the vicinity of the building. 
2. Increasing the inclined terrain angle expanded 
the area with elevated ground temperatures, particularly 
in the direction toward the building. 
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Abstract 
This paper presents a numerical modeling approach to investigate the effect of variation of fire intensity on the thermal heat flux 

and temperature profiles of an array of structures in a typical Wildland Uran Interface (WUI) scenario. To simulate the effects of wind-
driven wildfires on a densely built suburban area, nine cubic structures, each measuring 6 × 6 × 6 m, were arranged in a grid of three 
rows of three, downstream of the fire source. The numerical modelling was conducted using an open source CFD code called FireFOAM 
which is a transient solver for fire dynamic simulation and turbulent diffusion flames supported by a large eddy simulation (LES) solver. 
The numerical data were verified using the aerodynamic measurements of a full-scale building model in the absence of fire effects. A 
set of two fire intensities, each corresponding to different types of grassland fuels was modelled to simulate fires burning with a relatively 
high wind speed of 12 m/s. The results show that at constant wind velocity of 12 m/s, an increase in fire intensity from I= 10 to 15 
MW/m causes an increase in the surface temperature of all buildings, however, the temperature rise is higher on the first row of buildings 
compared to the rest. 

Keywords: wildfire, large eddy simulation, wildland-urban interface, fire intensity, wind-structure  
 

 

1. Introduction 

 While the concept of the wildland-urban interface 
(WUI) has been a longstanding concern, there has been 
a recent uptick in the frequency of fires occurring within 
WUI communities [1]. Extensive documentation of the 
consequences of this escalating wildfire phenomenon 
over the last few decades exists [2,3], and it is expected 
that these effects will become more pronounced due to 
climate change affecting regions worldwide. A critical 
aspect of addressing the WUI challenge and crafting 
effective solutions involves the analysis of how airflow 
behaves around built areas, the rate at which fires 
propagate, and their direct connection to fuel, which 
directly impacts fire intensity. These factors, to varying 
degrees, contribute to mitigating the impacts of wind-
driven wildfires at the interface between wildland and 
urban areas. Through a comprehensive examination and 
understanding of these factors, we can formulate 
strategies to minimize the detrimental effects on WUI 
communities. 

Depending on the specific environmental conditions, 
structures may catch fire as a wildfire approaches a 
Wildland Urban Interface (WUI) community [4]. 
Therefore, comprehending the impact of wind on the 
wildland urban interface is a crucial factor in predicting 
how fires behave. It's worth noting that there haven't 
been any experimental studies that have investigated the 
combined influence of fire and wind on buildings. 
Nonetheless, some researchers, like Richards et al. [5], 
conducted experiments and numerical analyses to 
understand how cube-shaped buildings respond to wind 
pressure, providing valuable insights into a building's 
aerodynamic behaviour in windy conditions without the 

presence of fire. Hostikka et al. [6] focused on numerical 
simulations to explore fire behaviour at the wildland 
urban interface, shedding light on the thermal effects of 
bushfires on structures. Their findings recommended a 
mesh size of 0.25 m for thermal radiation numerical 
simulations. Fryanova and Perminov [7] delved into the 
impact of fire intensity and wind speed on the likelihood 
of buildings catching fire, examining the thermal and 
fluid dynamics effects of wind on structures. Ghodrat et 
al. [8] and Ghaderi et al. [9] investigated the interaction 
between fire and wind on structures, analysing wind 
direction, terrain slope angles, and their influence on fire 
modeling. They also explored the transition from a 
wildfire to a Wildland–Urban Interface (WUI) situation, 
emphasizing the importance of considering how 
structural and wildland fuels combine in WUI 
simulations. Mell et al. [10] examined the WUI 
phenomenon and its associated challenges, concluding 
that physics-based models, supported by experimental 
data, can predict fire behaviour across a wide range of 
atmospheric and terrain slope conditions, which is 
invaluable for developing risk assessment and mitigation 
strategies in realistic WUI scenarios involving various 
fuels and environmental conditions. 

Fuel moisture content (FMC) plays a key role in 
influencing the severity of fires [11]. It governs the 
conditions required for ignition, the quantity of fuel 
consumed, and the speed at which different types of fuel 
burn [12]. Empirical evidence demonstrates that 
elevating the fuel moisture content (FMC) from 5% to 
70% can lead to a reduction in fire intensity of up to 70% 
[13]. This decrease in fire intensity can be attributed to 
the significant release of water vapor ahead of the fire, 
which effectively diminishes the supply of oxygen to the 
advancing fire front [12,14]. Additionally, the phase 
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transition of water into vapor necessitates a substantial 
amount of heat due to its high specific vaporization heat. 

 
Numerous studies have underscored the connection 

between FMC and fire intensity and their impact on fire 
behaviour [15-20]. Clark et al. [21] examined the 
interactions between fire behaviour, fire intensity, 
canopy fuels, and turbulence and energy fluxes above 
the canopy. They explored how turbulence and energy 
fluxes were associated with fire behaviour and fuel 
consumption in wildfires, noting that more intense head 
fires led to greater consumption of shrubs and canopy 
fuels while also causing a notable increase in turbulence 
and heat flux above the canopy. 

The existing review of literature highlights that, 
despite numerous studies on fire intensity and fuel 
content, there remains a need for more thorough 
investigation into the fundamental understanding of how 
wind-driven surface fires and their intensity affect 
building structures within the Wildland-Urban Interface. 

Previous research has supplied essential insights into 
the influence of fuel energy content on fire behaviour 
and its spread. Nevertheless, we still lack a 
comprehensive understanding of the underlying 
mechanisms concerning how the intensity of wind-
driven surface fires impacts buildings at the Wildland-
Urban Interface (WUI) and how this variation affects 
temperature and wind velocity profiles both around and 
on the buildings. This study aims to bridge this 
knowledge gap by conducting a quantitative and 
systematic analysis of the factors that alter velocity 
profiles and surface temperatures of buildings at various 
fire intensity levels. This paper represents a numerical 
simulation to model the interaction between wind driven 
wildfire with a densely built area within a typical 
Wildland-Urban Interface setting covering a range of 
fire intensity values, using the FireFOAM solver.  

2. Model Description  

In this study, a simulated wildland-urban interface 
(WUI) impacted by a wind-driven wildfire is modelled 
using nine 6 × 6 × 6-meter cubic structures, matching 
those used in the Silsoe cube experiment [22]. The 
computational domain surrounding the WUI community 
measures 75 × 50 × 25 meters (see Figure 1). To replicate 
a line fire configuration, a stationary fire source with 
different fire intensities of 10 and 15 MW/m is placed 15 
meters upstream of the initial row of buildings, which 
are approximately equivalent to fires burning in 
Australian Eucalyptus forests under very high fire 
intensity ratings. This is controlled through modification 
of model parameters in the numerical solver FireFOAM, 
corresponding to the burning of methane with a heat of 
combustion equal to 45 435 kJ/kg. The inlet of the 
computational domain features a power-law velocity 
profile, described by Equation (1), to represent inflow 
conditions.                 

𝑢∗       (1) 

In this equation, Zref corresponds to the building's 
height, which is 6 meters in this case. Uref represents the 
reference velocity, set at 6 m/s. The parameter Alpha, 
influenced by terrain features, is assumed to have a value 
of 0.16 in this study. Boundary conditions were applied 
as follows: the top and outlet boundaries were set to 
typical atmospheric pressure conditions, while the side 
boundaries were designated as free-slip boundaries. 

 

 
 
Fig. 1: Diagram illustrating the computational domain layout and 

the building positions. 

2.1 Mathematical and Numerical Modelling 

To address the equations governing the problem at 
hand, we have employed the FireFOAM [23] solver, an 
open-source software within the OpenFOAM 
framework. Specifically designed and developed for 
modeling turbulent buoyant flows and diffusion flames, 
FireFOAM excels in simulating the dynamic behaviour 
of fires and has proven to be an effective tool in wildfire 
modeling [24]. The combustion model of infinitely fast 
chemistry [25] is also employed. The single-step 
combustion reaction of methane is used: 

CH4 + 2 O2 → CO2 + 2 H2O 
 
For simulating turbulent flows, we have applied the 

Large Eddy Simulation (LES) method. The wall-
adapting local eddy (WALE)-viscosity method is also 
applied to describe sub-grid scale turbulence, because of 
its advantage in representing near-wall scaling of the 
eddy viscosity [26]. The current problem involves using 
the Favre-filtered formulation of the Navier-Stokes 
equations, which represent the dynamics of fire. These 
equations encompass momentum, mass conservation, 
energy conservation, and the mass fraction of chemical 
species. The equations governing continuity, 
momentum, energy, species, and state are detailed in 
Equations (3) to (7). 

 

0                             (3) 
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 ρ υ υ

δ ρ g  ,                                   (4) 

 

 �̅� 𝛼

𝑞 ∇. 𝑞 ,                                       (5) 

 ρ D ω ,  

(6) 
 
P ρRT,                                   (7) 
 
In this context, the symbols "¯" and "~" represent 

spatial and Favre filtering, respectively. The variable p 
denotes static pressure, h represents total enthalpy, Y  
signifies the mass fraction of species m, and g denotes 
gravitational acceleration. Meanwhile, Pr , Sc , D   , υ, 
υ ,  P,  R,  α ,  δ  and ω     correspond to the turbulent 
Prandtl number, turbulent Schmidt number, laminar 
diffusion coefficient, laminar viscosity, turbulent 
viscosity, density, gas constant, thermal diffusion 
coefficient, Kronecker delta, and the production/sink 
rate of species m due to gas reaction, respectively. 
𝑞 shows the total radiative heat flux (W/m2) of the gas 
mixture, and 𝑞  represents the heat generated by 
combustion [9] and meaning the reaction rate of fuel 
multiplied by the heat of combustion which can be 
defined as equation 8: 
𝑞  ω .∆𝐻 ,                                   (8) 

2.2 Model Validation 

To validate the accuracy of our numerical model, we 
conducted a comprehensive comparison of mean 
pressure coefficients with experimental data from two 
separate sources: Castro and Robins [27] and Richards 
and Hoxey [22]. Furthermore, we corroborated our 
numerical findings with those of He et al. [28], as 
depicted in Figure 2. These experiments involved 
measuring pressure along both the vertical and 
horizontal centrelines of the Silsoe cube, which serves as 
a representation of an idealized building, under 
irrotational and sheared turbulent flow conditions. 
Additionally, our study's results were validated against 
He et al.'s [28] numerical investigation, which focused 
on modeling the interactions between bushfires, wind, 
and building structures using the Fire Dynamic 
Simulation (FDS) software package.  

 

Fig 2. Model validation: Comparison of mean pressure coefficient 
of the present model with experimental studies of Richards and 
Hoxey [22] and Castro and Robin [27] and numerical simulation 
of He et al. [28] 

2.4 Grid Sensitivity Analysis  

To enhance the accuracy of our numerical 
computations and reduce uncertainties, we conducted a 
thorough sensitivity analysis of the mesh across the 
entire domain. We employed three distinct sets of 
structured mesh sizes: 9.1 million cells, 12.2 million 
cells, and 15.8 million cells, all designed to maintain 
uniformity in all directions. As previously mentioned, 
the subdomain's mesh resolution was intentionally set to 
be five times finer than that of the primary domain. The 
primary domain utilized mesh sizes of 0.5m, 0.165m, 
and 0.5m, while the subdomain featured mesh sizes of 
0.165m in each dimension. The results collected from 
our investigation into grid independence, as shown in 
Figure 3, reveal that increasing the number of grid cells 
initially results in an elevation of the area-weighted 
temperature of the buildings. However, further 
increments in the number of cells have only a marginal 
impact on this temperature index (integrated 
temperature). 

 

Fig 3. Comparison of the average temperature of the domain 
against time for three tested grid numbers 

3. Results and Discussion  

Comparing the temperature contours under fire 
intensities of 10 MW/m and 15 MW/m highlighted that 
the temperature on and around the three rows of 
buildings are intensified with raising fire intensities for 
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a constant wind speed of 12 m/s . Besides , an increased 
fire intensity has a notable impact on temperatures 
downstream, resulting in exceptionally high 
temperatures even behind the buildings.   

�
Fig. 4- Temperature distribution for the case with U= 12 m/s and I= 

10 MW/m: B) cross section at y=0m C) cross section at y=6m. 

 

Fig. 5- Temperature distribution for the case with U= 12 m/s and 
I= 15 MW/m: B) cross section at y=0m C) cross section at y=6m. 

Temperature distribution results presented in Figure 
4 and Figure 5 pointed out that the temperature rise 
is higher on the first row of buildings compared to 
the second and the third. 

4. Conclusion  

This study presented a 3D computational fluid 
dynamics (CFD) analysis investigating the dynamic 
characteristics of wind-driven line fires and their impact 
on an array of nine cubic structures in the Wildland-
Urban Interface (WUI). The primary focus was to 
examine how variations in fire intensity affect the 
multibuilding scenario in the WUI setting. Through a 
detailed comparison of line fire dynamics at different 
distances from the fire source and known wind 
velocities, it was observed that changes in fire intensity 
influence the plume geometry and characteristics. 
Moreover, the presence of multiple buildings 
significantly alters the plume attachment pattern. 
Increasing fire intensity resulted in a notable rise in 
temperature downstream of the fire source, to the extent 
that even at the back of the buildings, a zone of 
considerably higher temperature becomes apparent. 
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An industrial-scale fire growth model for thin melting plastics 
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Abstract 
Melting plastics are present in most building fires and represent the main fuel load in many large storage occupancies. Melting 

plastics fire growth is challenging to model due to the complex thermal decomposition process which involves melting and deformation 
in addition to pyrolysis, combustion, and heat transfer. This paper presents a simple model which captures the essential aspects of these 
processes for thin plastics in a manner that is: 1) computationally tractable, 2) scalable to industrial scale applications, and 3) extensible 
to also treat fire suppression dynamics. The model is implemented in FireFOAM, a fire modelling tool based on OpenFOAM with 
capabilities to capture the coupled dynamics of fire growth and suppression on unstructured and dynamic CFD meshes. The model is 
presented with respect to a standard plastic commodity used by FM Global to represent the fire hazard of unexpanded plastics, for which 
validation data is available, but may be generally applied to other geometries and related materials. 

Keywords: warehouse fires, Class B fires, fire modelling, plastics decomposition in fires 
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Abstract 
This paper presents the first laser-based measurements of temperature and mixture fraction in a vertical buoyancy-driven wall fire 

configuration. The objective of this paper was to explicitly measure near-wall flame structure and scalar gradients to understand flame-
to-wall heat transfer mechanisms controlling both upward and downward fire spread. Gaseous methane is injected into a porous 3D-
printed bronze burner at varying flow rates. Rayleigh scattering imaging of temperature and mixture fraction is undertaken using a high-
energy laser sheet at 532 nm that is positioned adjacent to the burner surface. Through careful elimination of potential errors and 
interferences, scalars can be resolved from the flame leading edge onwards within 100 – 200 µm from the burner surface. The 
measurements within the laminar region of the flame reveal peak temperatures ranging from 1600 – 1800 K and large temperature and 
mixture fraction gradients that have plagued accurate quantification of the convective feedback. These gradients are sharpest towards 
the leading edge, likely contributing to its relative stability despite increased fuel injection rates. Future efforts will improve this database 
with additional fuels and calculations of the heat transfer modes. 

Keywords: vertical wall fire, diffusion flame, temperature, Rayleigh scattering 
 

 

1. Introduction 
Boundary layer diffusion flames established over a fuel 
plate are highly relevant to understanding the phenomena 
of both opposed and concurrent flame spread [1]. Under 
both conditions, fuel is injected and then burned in a 
parallel oxidising flow, which may be provided by either 
forced convection over a horizontal plate through blowing 
or by natural convection over a vertical plate that is 
controlled by a buoyancy-induced flow. Analytical 
solutions by Kim et al. [2] and Kosdon et al. [3] provide a 
solution to the temperature and velocity profiles and, 
therefore, the heat flux from the flame to the fuel, under 
the assumption that the flow is laminar and that radiation 
is negligible. The thermal feedback from the flame is 
critical to describing flame spread rates of solids. For 
vertical wall flames, the onset of turbulence is non-trivial 
as increases in the flame length accelerate the buoyant 
flow, resulting in flow separation and a transition to a 
radiation-dominated in which self-similarity between the 
flow and heat transfer breaks down [4].  

 
Upon the transition to a turbulent wall flame, 
computational models, including Large Eddy Simulation, 
are usually employed [5]. Due to the small length scales 
needed to resolve the flame-wall interaction, temperature 
gradients near the wall are seldom explicitly resolved. 
Most fire models employ wall heat transfer models in 
conjunction with an infinitely fast chemistry assumption. 
The modelling precision needed to model thermal 
feedback, along with the validity of any simplifying 
models for heat transfer, is not validated owing to the 
complexity of measuring near-wall scalar quantities. 
Consequently, existing modelling approaches require 
semi-empirical inputs that are predominately scale, 

geometry, temporally, and fuel chemistry dependent. 
Recent pushes to enrich the available database on vertical 
wall fires have yielded insights into flame radiation [6], 
soot formation rates [7], and velocity fields [7].  
 
Further progress is challenged by a lack of experimental 
quantification into the flame structure, composition, and 
gas temperature. These are all critical variables defining 
convective feedback to the fuel surface and also mark the 
onset of turbulence, which has not been quantified 
hitherto. Accurate quantification of these variables is 
difficult as intrusive probes (e.g. thermocouples) are of a 
physical scale similar to the phenomena being measured, 
and therefore large uncertainty exists. This paper intends 
to address this gap by utilising a revised Sydney Wall Fire 
Burner set-up [8] and developing a laser-based Planar 
Rayleigh Scattering technique. 

2. Methodology 

2.1 Experimental set-up 
The porous burner was manufactured using a laser metal 
additive manufacturing technique with a 74 mm x 78 mm 
front face with 2 mm porous unit cells. The burner 
features an embedded cooling coil and the porous mesh is 
25 mm deep to ensure a uniform flow at the exit plane. 
The small unit cell size and low porosity enhance the 
thermal conductivity, permitting a uniform preheat of the 
fuel stream over the burner face and an effective control 
of the overall burner temperature by the cooling water. To 
prevent the condensation of water vapour forming on the 
burner surface, a counterflow heat exchanger system was 
developed that regulates the inlet water temperature to the 
burner to 40°C using a closed-water loop and a solenoid 
valve that regulates a separate chilled water stream to the 
heat exchanger. 

mailto:peter.nelson@mq.edu.au
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Due to the increased inlet water temperature, the gas 
stream passing through the porous burner was preheated 
to approximately 38°C. This was an important parameter 
to monitor when doing air, helium and argon images 
during the experiment.  The burner and plenum are 
mounted flush into a specially designed water-cooled 
steel plate that acts as a façade for the burner and enables 
air to be entrained into the leading edge. The outer plate 
temperature was also regulated to 40°C. 
 

2.2 Planar Rayleigh Scattering 
Simultaneous 2D measurements of temperature and 
mixture fraction were obtained by collecting both the 
polarised and depolarised Rayleigh scattering signal from 
the flame in regions where soot formation is low. The 
optical set-up is shown in Fig. 1. In this paper, only results 
for the polarised Rayleigh scattering are shown. 
Measurements of the depolarised Rayleigh scattering 
signal were obtained to mark the fuel/rich sides of the 
flame and to map the experimental Rayleigh signal to a 
flamelet manifold rather than a single flamelet. This will 
be shown in a future study. Rayleigh scattering was 
generated by the vertically polarised output of a 

frequency-doubled output of a pulsed Nd:YAG laser 
(Spectra Physics Pro 350) at 532 nm, yielding 
approximately 1 J at the probe volume. The beam 
orientation was shifted using a collection of mirrors to 
form a vertically oriented sheet passing normal to the 
burner. The Rayleigh beam was focused using a 300 mm 
cylindrical lens into a sheet that was 18 mm wide. The 
FWHM beam thickness was measured to be 
approximately 300 µm. The beam was positioned such 
that part of the Gaussian laser beam clipped the front 
surface of the burner. The polarised Rayleigh scattering 
signal was collected by a 50 mm f#1.8 lens and passed 
through a 532 nm FWHM interference filter onto an inter-
line LaVision FlowMaster CCD camera. On-chip binning 
of 2x2 was utilised, with an effective pixel size of 128 
µm/pixel. Chemiluminescence from the flame was 
completely rejected using both the interference filter and 
a camera gate of 1 µs.  
 
Due to the proximity of the laser sheet to the burner 
surface and the resonant nature of Rayleigh scattering, 
significant efforts were placed in reducing interferences 
from scattering and reflections from solid surfaces and the 
burner itself. These interferences were brought down to a 

Fig. 2. Temperature and mixture fraction contours. Contours are ensemble mean of 100 shots. Black lines show 
the axial location of the stoichiometric mixture fraction. Units shown in the x- and y- axes of contour are in mm. 

Fig. 1. (left) Schematic of the Rayleigh scattering optical set-up, and (right) the 3D-printed bronze burner. 
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level that could be corrected using a laser reflection 
calibration shot obtained from flowing pure Helium 
through the burner, which possesses a small Rayleigh 
cross-section.  
 
A suite of calibration shots was undertaken using a cold 
burner to determine the Rayleigh cross-sections for CH4, 
DME, C2H6, O2, N2, Air, and Argon. Vertical wall flames 
were generated at a range of flow rates using methane, 
ethane, and dimethyl ether (DME). Images were taken at 
two axial locations, from 𝑥𝑥 = 0 mm to 𝑥𝑥 = 55 mm, and 
then from 𝑥𝑥 = 50 mm to 𝑥𝑥 = 95 mm (noting that the burner 
length is 74 mm). The imaging locations encompass both 
the laminar and transition regions of the boundary layer 
flame and correspond to locations where there is no 
significant soot formation in the fuels, which, if present, 
will pollute the signal due to Mie scattering and laser-
induced incandescence.  
 
This paper is focused on the development of the technique 
for a vertical wall fire, and therefore, data is reported for 
only the methane (CH4) flame from 𝑥𝑥 = 0 mm to 𝑥𝑥 = 55 
mm at a range of increasing fuel injection rates. Before 
taking images, the burner was allowed to preheat the 
water-cooling system to a stable 40 °C, at which a suite of 
500 helium, argon and air shots were taken to provide 
accurate laser reflection and background corrections.  

3. Results 

Fuel injection rates corresponding to �̇�𝑚f
′′ = 11.4 g/m2s, 

13.3 g/m2s, 15.2 g/m2s, 17.1 g/m2s, and 19.0 g/m2s were 
tested, with 1000 images taken for each case. Each image 
was corrected for camera dark noise, beam profile, and 
laser reflection. As the flames generated are purely 
buoyant and are injected at a relatively low bulk flow 
velocity, the presence of dust particles can generate strong 
scattering, particularly on the air side of the diffusion 
flame. To remove the interferences caused by particles, a 
particle masking algorithm was developed based on 
Monje [9], where unwanted dust particles are identified 
from thresholding the binarised Rayleigh image and then 
are masked using a combination of image dilation applied 
to each particle followed by comparing the resulting 
particle area to a 3 x 3 median filter to eliminate the 
resulting spurious particles. The removed data is then 
infilled using a natural interpolation algorithm of the 
neighbouring pixels. Each corrected Rayleigh image is 
normalised by the cold mean cold N2 image: �̅�𝑠 =
 �𝑆𝑆fl 𝑆𝑆0,N2⁄ �. The flame temperature is determined from: 

𝑇𝑇fl =
𝑇𝑇𝑁𝑁2  ∑ (𝑋𝑋𝑖𝑖𝜎𝜎𝑖𝑖

𝑗𝑗
𝑖𝑖=1 )

𝑠𝑠̅𝜎𝜎𝑁𝑁2
     (1) 

where 𝑋𝑋𝑖𝑖 is the mole fraction of all the relevant species in 
the flame, and 𝜎𝜎𝑖𝑖 is the respective ith species Rayleigh 
cross-section. Assuming constant pressure and the ideal 
gas law, the relative cross-sections of the flame species 
are determined through a 1D opposed-flow flame 
simulation of CH4 and air in CHEMKIN Pro using the 
GRI Mech 3.0 mechanism for the fuel. Given that the 
flame is far from extinction, a strain rate of 𝑎𝑎 = 5 s-1 was 
used to generate a lookup table. To complete the 

temperature mapping, it is necessary to demarcate the 
Rayleigh image of the vertical boundary layer diffusion 
flame into the lean and rich side in physical coordinates 
such that the correct lookup table solution can be applied. 
This is done by identifying the minima in the Rayleigh 
signal for each pixel along the length of the burner, which 
is assumed to correlate to the largest temperature and, 
therefore, the stoichiometric mixture fraction. This 
approximation will not be necessary in future due to the 
presence of a depolarised Rayleigh signal to directly map 
the fuel concentration. The Bilger mixture fraction is also 
computed in terms of the normalised Rayleigh signal. 
 
Figure 2 shows ensemble mean (100 images) spatial 
images showing both the temperature and mixture 
fraction images of the CH4 flames at increasing fuel 
injection rates. The black line in each contour marks the 
stoichiometric mixture fraction that was also used to 
demarcate the streams for the temperature mapping 
process. The temperature plots show a characteristic 
laminar boundary layer structure along the fuel plate that 
is dominated by thermal expansion. The high-temperature 
zone region (> 1000 K) is quite broad, with the 
stoichiometric mixture fraction line located towards the 
air side owing to its low value for methane. At low flow 
rates, this high-temperature region sits quite closely to the 
burner surface, indicating that convective feedback is 
stronger. However, as the fuel injection rate increases, the 
reaction zone pushes further away from the fuel plate, 
which corresponds to an increase in the mixture fraction 
on the burner side. However, the temperature on the fuel 
side does not reach the injection temperature (~ 311 K), 
suggesting strong effects of thermal expansion and 
diffusion even close to the burner. This is reinforced by 
the large mixture fractions at the corresponding location, 
suggesting that reactions are not occurring that close to 
the burner. Increased blowing does not alter the stability 
of the flame, which is firmly attached at the leading edge.  

  

 
The flame stand-off distance is quantified by tracing the 
location of 𝑓𝑓st along the axial flame direction and is shown 
in Fig. 3a. The flame stand-off distance displays a 
parabolic type profile axially, with an almost constant 
value irrespective of fuel supply rate at the leading edge. 
However, this trend shifts monotonically, with an 
increased stand-off distance of 2 mm as  �̇�𝑚f

′′ increases 
from 11.4 to 19.0 g/m2s. The increase in stand-off distance 
is expected as the fuel concentration increases on the fuel 
side, thus shifting the location of 𝑓𝑓𝑠𝑠𝑠𝑠. Scaling the stand-off 
distance thickness by 𝑥𝑥1/2 highlights the effects of 
increased fuel injection. However, in all cases, the profile 
is stable, and therefore the flow is laminar.   

Fig. 3. Flame stand-off distance profiles for various fuel rates. 

(a) (a) 
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Fig. 4. Temperature and mixture fraction profiles normal to the 
wall at x/L = 0.068, 0.34, 0.68. 
Profiles of the temperature and mixture fraction normal to 
the burner surface are shown in Fig. 4 at 𝑥𝑥/𝐿𝐿 = 0.068, 
0.34, 0.68. The results show peak temperatures ranging 
between 1600 K and 1800 K. Close to the leading edge, 
increasing the fuel flow rate increases the maximum 
temperature from 1600 K to 1725 K. The magnitude of 
the differences diminishes further downstream; however, 
it is interesting that the largest peak temperatures are 
found at a flow rate of 17.1 g/m2s at 𝑥𝑥/𝐿𝐿 = 0.34 and 0. 68. 
The location of the peak temperatures shifts further from 
the burner surface as the flame stand-off distance 
increases. On the air side of the flame stoichiometric 
mixture fraction, the temperature dramatically decreases 
to ambient conditions. This is quite different to the low 
slope temperature decline observed with thermocouple 
measurements by other authors [10] for other fuels. 
However, it is important to emphasise that methane 
possesses a small stoichiometric mixture fraction. 
Therefore, the data for ethane and DME will be quite 
revealing as to the accuracy of existing probe-based 
measurements in buoyant wall fires. Significantly large 
temperature and mixture fraction gradients are identified 
from the burner surface to the peak temperature zone. The 
temperature gradient profiles do not appear to take the 
commonly assumed parabolic profile, and the mixture 
fraction also varies non-linearly in the normal direction. 
The temperature and mixture fraction gradients are the 
sharpest close to the leading edge, with the gradients 
monotonically decreasing further downstream. Due to the 
sensitivity in calculating the gradient to noise, a wavelet 
denoising algorithm will be applied to the images shortly 
before calculating the temperature gradients and 
convective heat fluxes on the burner surface.   

4. Conclusions 

This paper presents the first non-intrusive measurements 
of gas temperature and mixture fraction in a buoyant wall 

fire configuration through a Rayleigh scattering 
technique. Boundary layer flames generated from 
methane are measured at varying fuel injection rates. The 
laminar leading-edge region is first studied. The 
measurements enable the quantification of the flame 
stand-off distance based on the location of the 
stoichiometric mixture fraction location. It is shown that 
the stand-off distances for the various fuel injection rates 
collapse at the leading edge but diverge monotonically 
further downstream due to the buoyancy-generated 
boundary layer flow. The leading edge remains stabilised 
at larger injection velocities, and the flame retains its 
laminar structure for the entirety of the measurement 
window. Peak temperatures ranging from 1600 K to 1800 
K are identified, and the locations of these temperatures 
shift away from the wall further downstream and with 
increased fuel injection rates. Extremely large 
temperature and mixture fraction gradients with non-
linear profiles are measured near the wall, which are 
fundamental to accurate quantification of flame-to-wall 
heat transfer. The scalar gradients are significantly more 
prominent towards the leading edge. Future work will 
analyse the depolarised Rayleigh signal to enable more 
accurate quantification of scalars in the leading edge and 
turbulent regions of the flame for a variety of fuels with 
increasing densities.  
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Abstract 
This study incorporates a two-equation soot model into the radiative flamelet/progress variable framework. The soot model 

considers acetylene and benzene as soot precursors, and the soot source terms are closed using the presumed filtered density function 
(FDF) method by assuming that the FDFs of gas-phase and soot quantities are independent. Large eddy simulations are performed on 
the FM burner ethylene sooting fire. The predictions of soot volume fractions and temperature reasonably agree with experiment, 
validating the proposed treatment for soot formation. The soot particles are found to generate upstream due to nucleation. Moving 
downstream, the soot volume fraction increases as a combined result of coagulation, surface growth and oxidation. The inherent 
intermittency of soot is found to be much larger than that of gas-phase quantities.  

Keywords: soot, flamelet/progress variable, soot evolution, intermittency 
 

1. Introduction 

Soot modelling is pivotal in high-fidelity simulations 
of fires. Yet, it remains a challenge due to the complex 
soot production mechanisms and the significant non-
linear interactions between gas-phase thermochemical 
states, soot, turbulence, and radiation [1]. In fire 
modelling, the laminar smoke point (LSP) formation 
model is commonly used. The LSP model is often 
integrated with the eddy dissipation model (EDM), 
operating under the infinitely fast chemistry assumption 
[2-4]. A limitation of this approach is its explicit omission 
of the intricate physical and chemical processes of soot 
formation, including nucleation, surface growth, 
coagulation, and oxidation [2].  

For a more precise representation of soot formation, it 
is essential to incorporate detailed gas-phase chemistry. 
Flamelet models emerge as a promising method for 
considering detailed chemistry while maintaining a 
reasonable computational cost. Over recent years, 
flamelet models have been increasingly popular as a 
combustion model in fires, as seen in Ref. [5-7]. While 
incorporating soot into flamelet models has shown 
potential in engine-related combustion studies [8], its 
application in fire conditions has been sparse. Recently, 
Nmira et al. [1] delved into the turbulence-soot interaction 
in an ethylene fire with flamelet/soot models, and Domino 
et al. [9] integrated a soot module into their flamelet 
model suite to perform simulations on a large-scale pool 
fire. Despite these advances, literature on soot/flamelet 
model in fire research remains limited, and a 
comprehensive investigation into the soot production 
mechanism under fire conditions is still wanting. 

Therefore, the objective of this study is twofold. The 
first aim is to integrate and validate a soot model into a 
radiative flamelet/progress variable (RFPV) code [5]. 
This newly incorporated model is then employed to 
investigate the soot evolution pattern in a buoyancy-
driven turbulent sooting fire. This study highlights the 
complexities of soot dynamics and illustrates the potential 
of the proposed method to be applied in more complicated 
sooting flames.  

2. Methodology 

2.1 Soot model 

A two-equation model is implemented in an in-house 
LES solver in OpenFOAM-7 to predict soot in fires. In 
this model, the soot number density  𝑁  and the soot mass 
fraction  𝑌  are solved with the following governing 
equations,  

    
 𝜌 𝐷

 
𝜔 𝜔 , (1) 

𝜕𝜌 𝑌
𝜕𝑡

𝜕 𝜌 𝑢  𝑌
𝜕𝑥

𝜕
𝜕𝑥

 𝜌 𝐷
𝜕 𝑌
𝜕𝑥

𝜔  

𝜔  𝜔 , 
(2) 

where 𝜌 is the density, 𝑢 is velocity, and t is the time. 𝐷  
is the turbulent diffusivity, and the molecular diffusivity 
is neglected as in Ref. [1]. The physico-chemistry of soot 
comprises four stages: nucleation, surface growth, 
coagulation and oxidation. Their associated source terms 
are denoted as 𝜔 , 𝜔 ,  𝜔 , and 𝜔 . The 
expressions of these soot source terms align with 
Lindstedt’s work in Ref. [10], which considers 
acetylene/benzene as soot precursors. The closure of these 
source terms in the context of LES is introduced in 
subsequent sections. The soot volume fraction (SVF) can 

be derived by  𝑓  𝑌 , where 𝜌  is the soot density and 

is taken as 1740 𝑘𝑔/𝑚 . 

2.2 Combustion model 

With the flamelet concept, the local thermochemical 
states such as density, viscosity, diffusivity, temperature 
and mass fractions of species can be retrieved from the 
pre-tabulated solution of flamelet equations. In this work, 
the extended radiative flamelet progress variable 
approach [11] is applied. The application of this model in 
fires has been validated in our previous work [5]. In this 
model, the parameterising variables are the mixture 
fraction (Z), the progress variable (C) and the total 
enthalpy (H), such that 𝜙 𝜙 𝑍,𝐶,𝐻 .  

In the presence of soot, the RFPV model can be 
extended to the following format, 𝜙 𝒢 𝑍,𝐶,𝐻 𝒦 𝜙  
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[8].  In this expression, 𝒢 𝑍,𝐶,𝐻  is the gas-phase related 
part, while 𝒦 𝜙  is the soot related component. Here, 𝜙  
denotes soot scalars, and in the context of the current two-
equation model, it corresponds to 𝑁  𝑎𝑛𝑑 𝑌 . It is worth 
noting that soot is considered in a one-way coupled 
manner. This means that the consumption of precursors is 
not reflected in the computation of flamelet solutions [1]. 
While a more comprehensive two-way coupling is our 
ongoing work, the current simplified treatment can be 
justified by its reasonable performance for C1-C3 
hydrocarbon diffusion flames [1]. 

2.3 Closure: presumed FDF 

In the context of LES, a presumed filtered density 
function (FDF) method is introduced to close the filtered 
quantities,   

𝜙
 𝒢 𝑍,𝐶,𝐻 𝒦 𝜙  𝑃 𝑍,𝐶,𝐻,𝜙  𝑑𝜙 𝑑𝐻𝑑𝐶𝑑𝑍.  

(3) 

Because of the different time scales between the gas-
phase and the soot states, this is further simplified to Eq. 
(4) by assuming that the FDFs of gas-phase and soot 
quantities are independent, according to Ref. [8], 

𝜙  𝒢 𝑍,𝐶,𝐻  𝑃 𝑍,𝐶,𝐻 𝑑𝐻𝑑𝐶𝑑𝑍 
 𝒦 𝜙  𝑃 𝜙 𝑑𝜙 .  

(4) 

For the gas-phase thermochemical scalars, such as 
temperature, 𝒦 𝜙 1 applies and it is simply closed 
with 𝜙  𝜙 𝑍, 𝑍" , 𝐶,𝐻 , where 𝑍"  stands for the 
subgrid mixture fraction variance. Governing equations 
are solved for these parametrising variables, details of the 
model can be found in Ref. [5]. To close the soot source 
terms 𝜔 , it is assumed that 𝑃 𝜙 𝛿 𝑁 𝑁 𝛿 𝑌
𝑌  and therefore,  

𝜔 𝒦 𝑁 , 𝑌  𝜌
𝒢 , ,

𝛽 𝑍 𝑑𝑍,  (5) 

where a beta distribution is assumed for mixture fraction 
and delta distribution is assumed for C and H. The beta 
distribution of mixture fraction is widely presumed in 
flamelet/soot modelling applications [1, 8]. In fire 
modelling, both the beta and top-hat distributions have 
demonstrated similar performance in turbulent line fires 
[12], suggesting that this is a reasonable assumption. 
Please consider that 𝑍  here signifies the location at which 
acetylene is entirely consumed in a flamelet solution [1]. 

2.4 Radiation model  

In this work, only water vapor, carbon dioxide and 
soot are considered as participating media. The radiative 

absorption coefficients of CO2 and H2O are fitted from the 
RADCAL model [13]. For soot, the coefficient is given 
by 𝜅 𝐶 𝑓  𝑇 , where T is the temperature and 
𝐶 700 𝑚 𝐾  [14]. The radiative transfer 
equation is solved using fvDOM, and the turbulence-
radiation interaction is addressed with the presumed FDF 
method [5]. 

3. Experimental/numerical settings 

3.1 FM burner  

The FM burner is a target experiment at the MaCFP 
workshop, which was experimentally studied at FM 
Global [15]. This configuration features a buoyancy-
driven ethylene diffusion flame. While the experiment has 
investigated different oxygen concentrations, only the 
normal air case is considered in the current work. The fuel 
is supplied from a round burner whose outer diameter is 
D = 15.2 cm at a fixed flow rate of 0.318 g/s. The 
coflowing air is supplied from a 1.22 m  1.22 m sandbed 
surface with a fixed velocity of 0.041 m/s. Measurements 
of mean temperature with a two-thermocouple probe and 
soot volume fraction via laser induced incandescence are 
available for comparison. 

3.2 Numerical setting 

The chemistry mechanism used in this study is based 
on the work of Narayanaswamy et al. [16], comprising 
158 species and 1804 reactions. The computational 
domain is defined as 1.22 m  1.22 m  2.0 m. Grids are 
uniformly distributed with cubic cells up to a height of 0.6 
m from the burner and gradually expand towards the 
domain outlet. Three different meshing schemes are 
tested, characterised by cubic cell dimensions of 2 cm, 1 
cm and 5 mm, respectively. For boundary conditions, 
ethylene and air are introduced in accordance with the 
experiment, while open boundaries are set on the sides 
and the outlet. All simulations run for 30 seconds, but 
statistics are derived from the final 20 seconds of data. 
The turbulence model applied is a dynamic one-equation 
model [17]. The time step is approximately 0.5 ms, 
ensuring that the maximum Courant-Friedrichs-Lewy 
(CFL) number remains below 0.6.  

4. Results and Discussion 

4.1 Validation of simulation results 

Figure 2 Radial distributions of the predicted mean soot volume fraction
with various axial distances (0.5 D, 1.0 D, 1.5 D and 2.5 D) above the
burner compared with experimental data. 

Figure 1 Radial distributions of the predicted mean temperature with
various axial distances (1.5 D, 2.0 D, 2.5 D and 3.0 D) above the burner
compared with experimental data. 
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The LES results for the FM burner case are compared 
with available experimental measurements to validate the 
numerical models. Specifically, Fig. 1 illustrates the mean 
temperature, while the mean soot volume fraction at 
various axial distances is depicted in Fig. 2.  

As depicted in Fig. 1, elevated flame temperatures are 
observed around the centreline (x = 0 cm), reaching 
approximately 1200 K at an axial distance of 1.5 pool 
diameter (1.5 D) and decreasing to about 900 K 
downstream at 3.0 D. With an increase in radial distance, 
the mean temperature diminishes across all axial 
distances. All meshing schemes capture this trend, with 
the refined mesh providing enhanced accuracy. 

Compared to temperature, the soot volume fraction 
prediction is markedly influenced by grid size, as 
evidenced in Fig. 2. The higher values predicted with the 
2 cm grid case imply the overshoot of the soot source 
terms due to the underprediction of subgrid variance of 
mixture fraction. However, all three grids produce soot 
predictions that deviate insignificantly from the 
experimental results, indicating a reasonable agreement 
given the intricate nature of soot phenomena. Refinement 
to a 1-cm and 5-mm grid allows the simulation to more 
accurately depict the ‘M’ shaped distribution of soot 
upstream at 0.5 D.  

In summary, Figs. 1 and 2 present reasonable 
predictions of both temperature and soot distributions of 
the FM burner, thus validating the numerical models. 
Subsequent discussions will focus on the results derived 
from the 1-cm grid. 

4.2 Soot evolution and its intermittency 

The instantaneous fields of soot quantities are 
presented in Fig. 3. A comparison reveals markedly 

different evolution patterns between the soot volume 
fraction and the soot number density, shedding light on 
the soot growth mechanism in this fire. Specifically, the 
soot number density rapidly attains its peak value 
upstream (z < 0.1 m) and subsequently diminishes 
downstream. In contrast, the soot volume fraction is 
negligible upstream but then gradually increases, peaking 
at approximately 0.4 m. To understand how soot develops 
in this flame, the soot source terms, including nucleation, 
coagulation, surface growth and oxidation, are presented 
in Fig. 4, focusing on the flame zone (0 – 0.5 m). At 
upstream locations, nucleation stands as the predominant 
production source term, leading to the rapid rise of Ns by 
generating numerous small particles. However, the effect 
of nucleation on Ys and SVF is less prominent, as its 
magnitude is considerably smaller than the surface growth 
source term, which aligns with predictions reported in 
Ref. [1], explaining the lower SVF near the inlet. As 
depicted in Fig. 4, oxidation remains almost zero 
upstream, allowing the downstream SVF to accumulate 
and increase beyond 0.1 m. Consequently, the influence 
of the surface growth source term becomes prominent 
after 0.1 m, further amplifying the SVF downstream. 
Coagulation also starts to play a larger role beyond z > 0.1 
m, causing the soot number density to decrease gradually. 
Soot is eventually consumed by oxidising species (O2 and 
OH) on the soot particle surface. As soot continues 
moving downstream, the soot surface area increases, 
leading to intensified oxidation, which peaks around 0.25 
m. It is worth noting that the oxidation effect is prominent 
near stoichiometry, resulting in the SVF becoming almost 
negligible in lean mixtures, as illustrated in Fig. 3.  

Figure 5 displays the time-averaged fields of soot 
volume fraction and soot number density. The trends in 
these mean fields closely resemble the instantaneous 
patterns shown in Fig. 3. However, it is worth noting that 
the peak value of the time-averaged SVF is substantially 
lower than that in the instant presented in Fig.3, which can 
be seen as an indicator of soot intermittency. The 
temperature field, representing the gas-phase 
thermochemical states, is presented in Fig. 3 and Fig. 5 as 
a reference. As can be seen, high temperatures are 
observed near the isoline of stoichiometric mixture 
fractions, indicating its homogeneity at a given mixture 
fraction. In comparison, SVF presented is much less 
homogeneous in the mixture fraction space. Therefore, 
the intermittent behaviour is more of the nature of soot 

Figure 4 Instantaneous fields of the soot source terms (left to right:
nucleation of  𝑁 , coagulation of  𝑁  nucleation, oxidation, and surface
growth of  𝑌 ). The white lines mark the locations of of  𝑍 𝑍 .  

Figure 5 Time-averaged fields of temperature, soot volume fraction
and soot number density. The white lines mark the locations of
of  ⟨𝑍⟩ 𝑍 . 

Figure 3 Instantaneous fields of  𝑇,𝑓  and  𝑁 . The white lines mark the
locations of  𝑍 𝑍 . 
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rather than a result from gas-phase phenomena. This 
intermittency can be attributed to both the influence of 
local scalar dissipation rate on soot formation and the 
absence of molecular diffusivity in soot [8].  

Figure 6 offers a quantitative analysis of soot 
intermittency at the height of 1.5 D. While the conditional 
mean of temperature on mixture fraction aligns closely 
with areas of higher conditional probability density 
function (PDF) distribution, the dispersion of the soot 
volume fraction is noticeably broader than that of the 
temperature. This observation is in line with previous 
qualitative assessments, highlighting the much more 
pronounced intermittency in soot than temperature. The 
conditional mean and PDF of 𝑓  on  𝑇 are also depicted in 
Fig. 6, revealing a limited correlation between the two 
fields. Soot appears absent in most instances, as 
highlighted by the highest conditional PDF at 𝑓 |𝑇 0. 
In comparison, the conditional mean 𝑓 𝑇  is located 
significantly above 0, especially when temperature is 
higher than 1000 K. This disparity further emphasises the 
significant intermittent nature of soot in this flame. 

5. Conclusion  

A two-equation soot model is incorporated with 
radiative flamelet/progress variable (RFPV) in LES to 
simulate the FM burner configuration, focussing on the 
analysis of soot evolution and soot intermittency in fires. 
The numerical models are first validated by the reasonable 

agreement in the predicted temperature and soot volume 
fraction with experimental data. In terms of the evolution 
of soot, the soot particles are formed upstream due to soot 
nucleation. Moving downstream, the soot fraction begins 
to increase as a combined result of surface growth, 
coagulation and oxidation. In this flame, strong soot 
intermittency is observed, and this is inherent to soot 
nature, as such intermittent behaviour is not observed in 
the gas-phase.  
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Figure 6 Conditional mean and PDF of temperature and soot volume 
fraction at 1.5 D. 
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Abstract 
This study presents a new model to enhance the prediction of low-density gas distribution inside a lab-scale dispersion chamber. 

The approach combines machine learning (ML) techniques with computational fluid dynamics (CFD) analysis. The CFD simulation 
data is utilised through CFD code FLACS for different ventilation velocities, slope angles and leakage rates. Three different ML models 
are adopted to predict spatial distributions of gas concentration: k-Nearest Neighbour (k−NN), Random Forest (RF) and eXtreme 
Gradient Boosting (XGB). All models demonstrated good capacities in predicting the gas concentration under different operating 
conditions. By harnessing the power of machine learning, the current research offers a comprehensive exploration of the intricate gas 
dispersion patterns, which is crucial for ensuring safety and optimising operations in various industrial applications. 

Keywords: machine learning, computational fluid dynamics, light gas dispersion 
 

 

1. Introduction 

The transformation from fossil fuels to carbon-free 
fuels like hydrogen is of great interest in Australia. 
Hydrogen can be produced using renewable energy 
resources such as solar and wind energy, while various 
challenges, including the safety and reliability of 
hydrogen systems, still need to be addressed to enable 
scaling hydrogen in energy sectors. Accidental hydrogen 
leakage is a key issue that may result in catastrophic 
consequences if ignored during the planning stage. 
Understanding the distribution and dispersing behaviour 
of light gases such as hydrogen within confined spaces 
is paramount for preventing accidents and developing 
effective emergency response strategies. However, 
capturing the accurate physical behaviours of gas 
dispersion, especially in complex scenarios, presents 
formidable challenges. 

Various studies have been conducted on hydrogen 
dispersion in confined spaces employing experiments, 
numerical simulations, or a combination of both. 
Sommersel et al. [1] used experimental techniques to 
investigate hydrogen dispersion and combustion in a 
tunnel-like channel with a large aspect ratio. However, 
large-scale experimental studies on hydrogen dispersion 
and explosions often face cost and safety constraints. To 
address this issue, helium, a non-combustible substitute 
for hydrogen, has been frequently employed in larger-
scale dispersion investigations [2], including this study. 
Carefully designed and conducted experimental studies 
could provide accurate representations of a given 
accidental scenario; however, often limited to the cost 
and scale of the laboratory facilities, it is not feasible to 
re-produce every complex scenario with experiments.  

Numerical methods have also been utilised to 
analyse the safety aspects of hydrogen, such as leakage 
and dispersion. Huang et al. [3] applied computational 
fluid dynamics (CFD) simulations to examine hydrogen 

leaks and diffusion in an actual-sized underground 
parking garage. Shibani et al. [4] also used large eddy 
simulations (LES) to explore potential fires stemming 
from hydrogen fuel cell vehicles in tunnels. 

In recent years, the integration of CFD techniques 
and machine learning (ML) approaches has significantly 
advanced our ability to simulate and visualise gas 
dispersion in intricate settings. A key requirement for 
ML models is reliable and comprehensive datasets, 
which can be achieved through precise numerical CFD 
simulations. Ni et al. [5] examined different ML 
algorithms to predict toxic gas dispersion based on CFD 
simulations. The cornerstone of our approach lies in the 
utilisation of advanced machine learning algorithms to 
develop predictive models capable of extrapolating gas 
dispersion patterns from CFD-generated data. Using 
comprehensive and validated datasets, these models aim 
to decipher the intricate relationships between key 
parameters influencing gas distribution, such as chamber 
geometry, flow rates, and initial conditions.  

Through the synergy of numerical simulation and 
machine learning, this study aims to bridge the gap 
between detailed CFD analyses and real-time predictive 
capabilities. It presents ML-CFD models to predict the 
distribution of low-density gas in confined spaces, 
further enhancing our understanding of gas dispersion 
dynamics to promote safe utilisations of hydrogen 
energy. The remainder of this paper is organised as 
follows: Section 2 provides an overview of the gas 
dispersion chamber, while Section 3 details the 
methodology, encompassing experimental and 
numerical approaches. Workflows and architecture of 
the predictive ML are also covered in this section. 
Section 4 presents the results of our experiments, 
evaluating the performance and accuracy of the machine 
learning predictions against the CFD simulations. 
Finally, Section 5 discusses the implications of our 
findings and outlines potential avenues for future 
research. 

mailto:hengrui.liu@mq.edu.au
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2. Problem definition 

2.1 Experimental setup 
The measurements were conducted using the 

Macquarie Dispersion chamber (4m × 0.3m × 0.3m) to 
provide a set of experimental data for CFD model 
validation. Due to safety concerns, helium was utilised 
as a surrogate of hydrogen during experimental research, 
given its similar physical properties and behaviours 
within a dispersion chamber. A photo of the 
experimental rig is shown in Fig. 1. The camber is 
equipped with 12 sensors (XEN-5320) in total where 7 
sensors are installed on the ceiling and 5 sensors are 
located on side walls.  The gas sensors measure 
concentrations based on the thermal conductivity of the 
gas, and the data-gathering frequency was 3.3 Hz. The 
inaccuracy of gas concentration readings from the 
current sensors is 1%. Helium was injected into the 
dispersion chamber upwards along the Z axis via a 4mm 
nozzle connected to a dedicated gas cylinder. A 
ventilated dispersion scenario with helium dispersing to 
the chamber at a leakage rate of 67.27L/min and 0.25m/s 
ventilation velocity was constructed and investigated in 
the present study as the validation case for CFD models. 
For this base case, the jet Reynolds number is around 
3240, and the inlet Reynolds number is 5080, indicating 
a turbulent He jet and cross flow. It should be noted that 
the current study focusses more on the safety 
perspective, while the physics underlying the jet in a 
crossflow scenario is also of great interest [6]. Sensor 
readings obtained from the downstream chamber ceiling 
were used as validation points, where quasi-steady state 
conditions were established. It is worth noting the gas 
concentration near the nozzle is very unsteady due to the 
effect of wind and injected jet. A schematic detailing the 
sensor locations and gas concentration distribution at 
steady state is shown in Fig. 2. 

  
Fig. 1 Schematic of the dispersion chamber setup  

 

Fig. 2 Schematic of the sensor locations and stabilised gas distribution; 
sensor locations used as validation are marked in red 

2.2 Numerical simulation  
FLACS-CFD V22.1r2 was employed for the current 

dispersion study. The conservation equations of mass, 
momentum, energy, and species were solved in FLACS 

using the standard k−ε turbulence model and SIMPLE 
algorithm for pressure-velocity coupling. All 
simulations were conducted on a computational domain 
with 87K mesh following a mesh sensitivity analysis [7]. 
Based on the experimental configuration, a numerical 
model was constructed with a core domain (4 m × 0.3 m 
× 0.3 m) representing the dispersion chamber with its 
enclosed walls and an extended domain (5 m × 0.5 m × 
0.5 m) emulating the surrounding ambient environment. 
To keep consistency with the experiment, simulations 
were also conducted using helium. The simulation 
duration spanned 150 seconds, including an initial 15-
second period for establishing a fully developed flow 
field before introducing helium injection. The injection 
phase lasted 120 seconds, followed by a subsequent 15-
second period designated for purging. In total, 42 
simulation cases with a combination of different helium 
leakage rates (67.27 L/min, 80.73 L/min and 94.19 
L/min), wind velocities (0.25 m/s, 0.71 m/s and 1.5 m/s) 
and slope angles (0%, 1%, 3% and 5%) were considered.  

2.3 ML regression models  
ML algorithms can significantly reduce the 

computational cost of developing multi-variable CFD 
problems. In the current work, three individual ML 
techniques, including extreme gradient boosting (XGB), 
Random Forest (RF), and k-Nearest Neighbours (k-NN), 
were explored due to their proven accuracy and broad 
application in nonlinear regression [8]. For each ML 
model, their key hyperparameters were also optimised to 
give the best regression results. 

The k-NN algorithm is a straightforward non-
parametric ML technique used for implementing both 
classification and regression models. It determines the 
classification or value based on the majority class or 
average value of its nearest neighbours. In the k-NN 
algorithm, the outcomes are influenced by the number of 
predictor weights and the quantity of neighbours (k). It 
is, therefore, necessary to optimise their values to ensure 
precision in prediction [9].  

Random Forest is also widely used for classification 
and regression tasks. It constructs multiple decision trees 
during training, and each tree is trained on a subset of the 
data and makes independent predictions. The final 
output is determined by aggregating these predictions, 
often through a majority vote for classification or 
averaging for regression. These combined predictions 
enhanced the accuracy and mitigated the overfitting 
problem. This also makes RF robust and good at 
handling noisy data. In this study, we examined the 
number of estimators, the maximum number of features 
for node splitting (max features), and the maximum 
number of decision levels (max depth) [9]. 

Extreme Gradient Boosting (XGB) is an extension of 
the Gradient Boosting Machine, derived from K 
Classification and Regression Trees. XGB operates by 
fitting initial weak learners, typically decision trees, to 
the entire dataset, followed by modelling second learners 
on the first residuals to address limitations. This iterative 
approach continues until a pre-defined stopping criterion 
is met, leading to a prediction based on the sum of each 
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learner’s contribution. The hyperparameters utilised in 
this study are the number of estimators and the learning 
rate, which is the step size decrease for every step to 
prevent overfitting [9]. 

3. Methodology 

In the current study, 42 CFD simulations were 
initially performed with varying operational parameters 
to generate the dataset, which is a crucial input for the 
ML. Then, the concentrations of helium at different 
locations were extracted from simulations for the ML 
step. The integration of ML algorithms is expected to 
reduce computational time. In order to obtain the best 
algorithm for the CFD data set, three different MLAs, 
including XGB, RF, and k-NN are examined in the 
present study. 

In the present study, the available dataset of 500 
samples is randomly divided into a training set, 
comprising 75% of the data, and a testing set, which 
accounted for the remaining 25%. The testing data were 
used to validate the ML models with optimum 
performance. This randomised allocation ensures that 
both datasets are representative subsets of the original 
data. It should also be noted that the same random state 
is used for all models to ensure uniformity and 
consistency. The independent variables in the machine 
learning model include the helium leakage rate, wind 
velocity, sensor location, and slope angle, while the 
helium concentration is considered as the objective. 
Correlation coefficient (R) and the root mean square 
error (RMSE) are used to statistically evaluate the 
performance of the ML models and defined using Eqs. 
(1) and (2).  
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where Mi represents measured values, Ei refers to 
predicted values, and Mavg and Eavg are the average 
values of measured and predicted values, respectively. 

4. Results and discussion 

This section presents the validation of CFD models 
against experimental results and then analyses three 
distinct ML algorithms to obtain the most proficient 
regression model for the subsequent optimisation phase. 

4.1 Validation of CFD model 
Helium concentration at sensors mounted to the 

ceilings obtained via both experiment and CFD 
simulation are compared in Fig. 3 for leakage rate of 
67.27L/min and 0.25m/s ventilation velocity, and no 
slope.  

It is seen that a reasonable agreement between 
experimental and numerical data was achieved (the 
difference in average gas concentration values at quasi-
steady state are within 15%), indicating that the 
simulation successfully captured the helium dispersion 
behaviour inside the chamber. The observed discrepancy 
could be due to the unstable nature of interaction 
between a high-speed jet and orthogonal ventilation, as 
reflected by the fluctuation in the experimental result, 
while the RANS based k−ε turbulence model tends to 
give a time-averaged value. 

4.2 Machine learning results 
The comparison between predicted and measured 

values is shown in Fig. 4 for the three regression models. 
Evidently, the agreement between predicted and 
measured values is highly favourable across most data. 
However, the RF regression model stands out for its 
exceptional accuracy, as observed in both training and 
test datasets (Rtraining=0.9902 and Rtesting=0.9847). Tuning 
hyperparameters in ML regression models optimises 
model performance by adjusting settings that impact the 
learning process, enhancing accuracy and generalisation. 
It tailors the model to data characteristics, enhancing 
predictive power and minimising overfitting. Table 1 
presents the best configuration hyperparameters for all 
the considered ML algorithms optimised using 
GridsearchCV, a tool in the Scikit-learn library. The 
learning rate controls the step size at each iteration while 
moving toward a minimum of the loss function. The 
number of estimators defines the quantity of boosting 
rounds or decision trees. 
Table 1 Best Hyperparameters for the ML models 

XGB Learning rate Number of estimators 
0.5 10 

RF Max depth Max features Number of estimators 
10 3 490 

k-NN Number of neighbours 
2 

The Max. depth determines the number of nodes at 
each decision tree, influencing the model’s capacity. The 
Max feature is crucial for specifying the features 
considered at each tree split, affecting diversity and 
randomness. Finally, the number of neighbours specifies 
the number of nearest data points to consider when 
making predictions. 

RMSE is a statistical parameter that shows the 
standard deviation of predicted values, and R provides 
an improved assessment of the relationship between the 
predicted results. 

 

 

Fig. 3 Helium concentration with time at downstream sensor locations  
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Fig. 4 Comparing the performance of k-NN, RF, XGB 

regression models (blue and red circles represent train and test 
datasets, respectively). 

Table 2 Comparing RMSE values for the ML models 

ML 
algorithms 

RMSE 
Train data Test dataset 

XGB 0.0055 0.0063 
RF 0.0051 0.0063 

k-NN 0.0071 0.0071 

Table 2 shows a comparison of RMSE values across 
different ML algorithms, evaluating their predictive 
performance on both training and test datasets. The 
RMSE values quantify the average discrepancy between 
predicted and actual values, with lower values indicating 
better accuracy. The XGB and RF algorithms 
demonstrate consistent performance, with RMSEs of 
0.0055 and 0.0051 on the training data, respectively, and 
0.0063 on the test data for both. These models show 
effective fitting and generalisation capabilities. 

However, the k-NN algorithm yields slightly larger 
RMSE values of 0.0071 for both training and test 
datasets, suggesting comparatively weaker 
generalisation ability. It can be concluded that the ML 
models excel in rapid predictions and domain 
adaptability, offering advantages over CFD's time-
consuming and complex simulations and limited 
adaptability. 

5. Conclusions  

This study utilised computational fluid dynamics 
analysis and advanced machine learning techniques to 
enhance helium distribution and concentration 
prediction in a dispersion chamber. The validity of the 
CFD results was confirmed via in-house experiments. 

Three ML regression models, namely k-nearest 
neighbours (k-NN), random forest (RF), and eXtreme 
Gradient Boosting (XGB) were assessed. The ML 
results reached good agreement with simulation results 
across various operating conditions. Among the ML 
models investigated, RF outperformed the other two in 
forecasting average gas concentrations. Optimum values 
for all the ML algorithms were also identified and 
suggested. This study emphasises the capabilities of 
predicting gas dispersion trends, which hold significant 
importance in ensuring safety and operational efficacy in 
various industrial applications. 
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Abstract 
This study presents a characterisation of a canonical experiment that observes the interactions of water mist sprays with a buoyant 

turbulent diffusion flame. A compressed natural gas (CNG) buoyant diffusion flame is stabilized on the Sydney Turbulent Buoyant Fire 
Burner which is surrounded by a low-velocity air co-flow that is seeded with fine water mist droplets (D32 ~ 38µm). PDPA measurements 
are made across the wind tunnel exit plane to define the boundary conditions of both droplet velocity and size distributions. Flame 
extinction stability limits of the experimental setup are identified. Extinction is defined by characteristic times at which the flame lifts 
off the burner and subsequently extinguishes under the influence of injecting a certain amount of water through the spray injectors. 
Simultaneous highspeed images of flame chemiluminescence and Mie scattering of droplets qualitatively convey the complex 
interactions between droplets and the flame sheet showing complete droplet evaporation in the presence of a flame front. This 
experimental setup with its well-defined boundary conditions, forms the beginnings of a platform for advancing capabilities to model 
complex flame spray interactions. 

Keywords: buoyant turbulent flames, fire suppression, water mist 
 

 

1. Introduction 
Given the elevated risks associated with mass timber 

for construction alongside highly energy efficient 
insulation products used in modern building envelopes, it 
is necessary to revisit and ultimately advance modern fire 
suppression and firefighting strategies. Water mist 
systems are increasingly viewed as a viable alternative to 
conventional fire protection systems, such as sprinklers. 
Fine water mist has extended residence times in a flame 
while providing a larger surface area for latent cooling. 
The mechanisms behind water mist suppression are gas-
phase cooling, oxygen dilution, surface wetting and 
radiation attenuation [1].  
 

Previous studies have shown variations in water mist 
suppression performance due to changes in spray 
characteristics, leading to the consensus that suppression 
performance is highly dependent on configuration [2]. It 
is also noted that gas phase cooling primarily dominates 
with large dependence on the proximity of droplet 
evaporation to the flame front [3,4]. Considering this 
insight, it is crucial to prioritize the study of spray-flame 
interactions when developing CFD models for predicting 
water mist suppression performance. Given the wide 
range of existing literature, most studies are limited to 
small scale configurations of laminar diffusion flames or 
turbulent jet flames [5–7], which are not representative of 
real fires consisting of a wide range of physical length 
scales [8]. While recent studies have investigated realistic 
large-scale turbulent fires, they lack the near field detailed 
characterization and/or controlled conditions necessary 
for model validation [9–11]. With the current limitation in 
literature, it is imperative to eliminate the dependence on 
spray/experimental configuration, especially misting 

systems with high droplet momentum making near field 
diagnostics of water mist interactions in turbulent flames 
extremely difficult.  
 

The present work aims to provide an experimental 
study of water mist fire suppression on a buoyant 
turbulent diffusion flame in a mist laden co-flow 
configuration, enabling near field diagnostics of spray 
flame interactions.  This features a well characterized 
canonical turbulent diffusion flame [12] with well-defined 
boundary conditions amenable for CFD modelling. A 
unique feature of the burner is that fuel turbulence can be 
controlled using a perforated plate that can slide within 
the fuel stream. Detailing the complex interactions 
between fine water mist droplets and turbulent flames in 
a canonical laboratory sized experiment are fundamental 
towards achieving a performance-based design approach 
on water mist fire protection systems. 

2. Experimental Setup 

2.1 Burner and Water Mist Co-flow Design 
The experiment consists of the canonical Sydney 

buoyant turbulent fire burner seated inside a square cross 
sectional 250mm x 250mm wind tunnel with an induced 
surrounding air co-flow of approximately 0.2m/s. The 
burner has an exit plane diameter of 35mm, a tube length 
of 130mm and produces 10-40kW CNG buoyant 
turbulent diffusion flames with varying levels of fuel 
turbulence. For details on burner assembly, refer to 
reference [12]. In this study, heat release rates (HRRs) of 
10-30kW are chosen for analysis, with CNG supplied 
through a mass flow controller. Figure 1 shows a 
schematic of the fire burner sitting at the centre of the 
wind-tunnel with 10mm protruding above the wind-tunnel 
exit plane. Three layers of 10mm thick and 19mm cell 
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sized aluminium mesh screens are placed in the wind 
tunnel to straighten the mist laden co-flow. Fine water 
mist is produced by six hollow cone nozzles (red type 
KBN) evenly distributed radially around the burner. The 
nozzles are recessed 350mm below the burner exit plane 
to reduce the effects of droplet momentum, allowing for 
homogenous mixing between the water droplets and air 
co-flow. Each nozzle produces a hollow cone spray of fine 
water mist with a cone angle of 80 degrees. The nozzles 
are pressurized by a gear pump that draws water from an 
upstream reservoir with a water pressure regulator 
allowing for controllability of the mass flux of water mist. 
The wind tunnel sits approximately 1.5m below an 
exhaust hood ensuring minimal effect of exhaust 
velocities on flame dynamics. The experimental setup is 
enclosed to prevent atmospheric draft. 

 
Figure 1. Schematic of burner co-flow configuration 
with water mist injectors. 

2.2 PDPA Measurements 
A commercial PDPA system (TSI Model FSA 4000) 

was used for the single-point measurements of velocity 
and droplet size distributions. An Argon-ion laser feeds a 
two-channel fibre optics assembly to the transmitter while 
the 300 mm focal length receiver was positioned in a 31° 
forward scattering configuration with a 3.74 µm fringe 
spacing. Two pairs of beams with wavelengths 514.5 nm 
and 488.0 nm are used for measuring the axial and radial 
components of velocity, respectively [12]. Built-in probe 
volume correction (PVC) in the software (FlowSizer) has 
been implemented to correct for lower detectability of 
small droplets at the edge of the probe volume. Point 
measurements of the mean axial velocities and droplet 
size distributions of pure water mist were taken along 
radial profiles at the exit plane of the wind tunnel. 

2.3 High Speed Mie Scattering of Droplets 
and Flame Chemiluminescence 

The optical setup employed for high-speed imaging of 
droplet Mie scattering is shown in Fig. 2. Droplet Mie 
scattering at 532nm is generated by a frequency doubled 
15W Nd:YAG laser at a repetition rate of 500Hz and a 9ns 
pulse duration. The beam passes through a 1000mm 
horizontally focused cylindrical lens and expended in the 
vertical direction for form a laser sheet approximately 

150mm in height with a nominal thickness of 1mm across 
the probe volume.  The scattering signal is collected 
orthogonally to the laser sheet with a 50 mm f# = 1.8 
Nikkor lens connected to a high-speed CMOS camera 
(Photron FASTCAM SA-X2). Chemiluminescence of the 
flame is also captured simultaneously with a camera 
exposure time of 50µs. 

 
Figure 2. Schematic of highspeed flame 
chemiluminescence and Mie scattering of droplets. 

3 Experimental Results 

3.1 Droplet Velocities and Size Distributions  
Radial profiles of mean droplet velocities and droplet 

size distributions (D32 and D10) at the wind-tunnel exit 
plane with no flame is presented in Fig. 3. The walls of 
the burner sit at radial positions x = -17.5mm and x = 
+17.5mm, with the mean droplet axial velocities for 
varying nozzle flow rates across the centre plane of the 
wind-tunnel (Fig. 3(a)) varying between 0.7-1.3m/s near 
the walls of the burner. At the edges of the wind tunnel (x 
= -100mm and x = +100mm) droplet velocities are near 
zero, whilst directly above the burner at x = 0mm, 
velocities are negative due to a recirculation zone created 
by the presence of the burner at the exit plane.  

Figure 3. PDPA measurements at the wind-tunnel exit 
plane of (a) droplet velocities and (b) droplet diameters. 

Droplet velocities are seen to increase from the edge 
of the wind-tunnel in a parabolic manner towards the 
burner wall. Varying the nozzle flow rates between 
150mL/min and 250mL/min seem to have minimal to no 
effect on the velocity profiles, whereas increasing the 
mass flow rate to 350mL/min increases peak velocities 
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from 1m/s to 1.3m/s. Interestingly, if conditioned to 
droplet sizes of 1µm to 5µm, the velocity profiles remain 
unchanged. Assuming that such small droplets are 
representative of the gas flow, this suggests that there is 
momentum transfer from the droplets to the air co-flow 
increasing the gas phase velocity from the set 0.2m/s to 
higher values as shown in Fig. 3(a). Figure 4 shows a point 
measurement scatterplot of droplet velocities against 
diameters at a nozzle flow rate of 150mL/min. The 
average velocity for any given range of droplet diameters 
from 1µm to 80µm remains unchanged at 1.09m/s. 

 
Figure 4. Single point PDPA measurements of droplet 
velocity vs diameter. 

Figure 3(b) shows droplet diameters of D32 and D10 
radially across the centre of the wind tunnel. Interestingly, 
the droplet size distributions are relatively constant along 
the exit plane of the wind tunnel. The average D10 along 
the exit plane vary between approximately 13µm to 19µm 
for flow rates of 150mL/min and 350mL/min 
respectively. The D32 however varies greatly from 23µm 
to 44µm because the burner sits in the centre of tunnel 
which corresponds to the drop in D32. Smaller droplets 
have lower Stokes numbers allowing them to follow the 
entrainment field and recirculation zone above the burner 
exit plane, which results in the lower D32. The larger 
droplets have more momentum preventing entrainment of 
large droplets into the region above the burner exit plane.  

3.2 Flame Suppression Limits 
For a given HRR and mass flux of water mist, the 

flame undergoes two regimes of stability before complete 
extinction as shown in Fig. 5. The first regime consists of 
the flame anchored at the exit plane (labelled “anchored”). 
The second regime where the flame stays stably lifted 
above the burner exit plane with a given lift-off height 
(labelled “Lifted”). The “Baseline” case is a 20kW flame 
without the turbulence generator in the burner in an 
absence of water mist in the co-flow. A small addition of 
water mist into the co-flow (130mL/min) is shown in the 
anchored regime of Fig. 5. A reduction in flame 
luminosity is observed in this regime compared to the 
baseline case, this is possibly attributable to a reduction in 
soot incandescence [2]. Increasing the mass flux of water 
mist to 150mL/min eventuates in flame detachment from 
the burner exit plane. The lifted regime shows a widening 
of the flame brush due to an increase in unburnt fuel 
downstream of the burner exit plane. Once lifted, the 
flame becomes highly chaotic, extremely sensitive to 
atmospheric flow conditions. 

 

        
Figure 5. DSLR images of different suppression regimes 
of a 20kW flame, with the burner position in red. 

Figure 6 shows a stability map of the two operating 
regimes (Fig. 5.) with varying mass fluxes of water mist 
and flame HRRs (10-30kW). The solid lines represent the 
mass flux of water required to transition the flame from 
the anchored regime to the lifted regime with the 
associated time taken. The dashed lines represent the 
water mass flux limit for which the flame fully 
extinguishes from the lifted regime. It’s observed that 
with a reduction in the mass flux of water for a given 
flame, the time taken to transition between regimes goes 
up exponentially. This is due to not only the complex 
transient spray-flame interactions, but also environmental 
factors such as atmospheric turbulence and all the small 
associated error bars with fuel flow rate and the mass flux 
of water mist. With increasing HRR, the extinction 
stability curves translate linearly with mass flux of water.  

 
Figure 6. Flame suppression stability limits for anchored 
and lifted regimes at varying flow rates of water mist. 

Flame lift-off is inversely proportional to HRR, this 
suggests that increasing the exit plane strain rate, reduces 
the amount of water mist required to lift the flame off the 
exit plane. Whereas with complete extinction, increasing 
the HRR increases the amount of water mist required to 
suppress the flame. Interestingly, at 10kW, a hysteresis 
phenomenon is observed where the extinction limit occurs 
at a lower mass flux than the lift off limit. Once the flame 
lifts off the burner exit plane, it is unable to stay stably 
lifted unless the mass flux of water is reduced to below 
the lift-off limit. All flame cases regardless of HRR, and 
flame operating regimes follow an asymptotic correlation 
between the time (t) it takes for the flame to lift off the 
burner or for complete extinction of a lifted flame. This 
correlation is described in Eq. (1) following a exponential 
decay with a constant exponent of -1, where �̇�𝑚 is the mass 

Baseline Anchored Lifted 
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flux of water mist (mL/min) and 𝑐𝑐1 is the asymptotic 
infinite time to extinction flow rate specific to HRR. This 
characteristic curve marks the region of extreme 
instabilities present in flame extinction. 
 
𝑡𝑡(𝑠𝑠) = 180(�̇�𝑚 − 𝑐𝑐1)−1    
 (1) 

3.3 High Speed Mie Scattering of Droplets 
and Flame Chemiluminescence 

Figure 7 shows a time series of instantaneous images 
of a 20kW flame in the anchored regime with a steady co-
flow of water mist with the nozzle flow rates set at 
140mL/min. The series of images below show the wind-
tunnel and burner exit planes with a cropped image size 
of 300mm in height and 200mm in width. The droplets are 
seen to populate the airside with no droplets on the fuel 
side. This suggests that droplet evaporation occurs 
whenever there is a flame front. A standoff distance 
between the droplets and the flame front is observed, 
however, since chemiluminescence is line of sight 
integrated, it cannot be quantified. The series of images 
above is located 300-600mm downstream of the burner 
exit plane. At 8ms, a local extinction zone is observed in 
the flame with a stream of droplets being entrained into 
the fuel side. Once the droplets have penetrated to the fuel 
side, they no longer evaporate in this instance and get 
advected downstream in the fuel jet as seen at 16ms. With 
droplets reaching within millimetres of the flame front, it 
can be inferred that droplet evaporation is a primary driver 
of flame extinction. Further work on simultaneous planar 
imaging techniques of the flame front with droplet Mie 
scattering is key to quantitatively identify relative droplet 
positions to the flame sheet, identifying the dominant 
suppression mechanism of water mist fire suppression. 

 
Figure 7. Time series of simultaneous highspeed flame 
chemiluminescence and Mie scattering of droplets. 

4. Conclusions 

This paper presents the characterisation of a novel 
setup consisting of a canonical burner with a mist laden 
co-flow that enables the study of spray flame interactions 
with well-defined boundary conditions. Droplet 
velocities, size distributions and concentrations are 

quantified from PDPA measurements of the wind-tunnel 
exit plane and their variations with different nozzle flow 
rates. A stability map is generated for different flame 
HRRs showing the sensitivity of mass flux of water mist 
with average time to extinction. This work provides 
valuable measurements and characterisations of a 
canonical experiment of water mist fire suppression, this 
develops a platform for future quantitative measurements 
where the water is mixed with a range of metal salts to 
enhance the physical suppression of water with chemical 
inhibition mechanisms.  
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Abstract 
Liquid hydrogen offers a promising strategy for achieving high-density hydrogen storage and efficient on-site distribution. 

Nevertheless, the possibility of catastrophic consequences due to hydrogen leakages necessitates comprehensive investigations into 
cryogenic liquid hydrogen to evaluate the potential hazards associated with accidental releases precisely. The present research aims to 
model the cryogenic gas release experiment conducted by Sandia. We consider four tests with varying stagnation pressures (2 to 5 bar) 
and stagnation temperatures (50 to 56 K). RANS simulations are carried out in OpenFOAM with a developed solver. The under-
expanded jet is solved using a notional nozzle approach. The numerical results show good agreement with the experimental data, 
including mole fraction contours, temperature profiles, and normalised inverse temperature decay rate. While the mole fraction and 
temperature contours are accurately predicted in both axial and lateral directions, there is slight overprediction in the axial direction, 
which could be due to the model’s accuracy. The present computational model holds the potential for further analysis of cryogenic 
hydrogen in large-scale facilities and modelling delayed ignition and consequence of hydrogen fire and explosion. 

Keywords: cryogenic hydrogen, under-expanded jets, OpenFOAM, CFD simulation 
 

 
1. Introduction 

Hydrogen is emerging as a promising fuel for the 
mobility sector while adopting sustainable distribution 
and storage techniques, such as liquid hydrogen, is crucial 
for a cleaner future [1]. Urban areas encounter complex 
compliance challenges [1]. Separation requirements for 
urban areas include 15 m from lot lines, ignition sources, 
and overhead utilities, as well as 23 m from building 
openings and assembly spaces. Updates are required to 
handle the distances between hydrogen storage tanks [2]. 
Scientific studies on cryogenic hydrogen are necessary for 
safe and effective storage processes. 

Cryogenic hydrogen dispersion modelling has been 
studied by different research teams [3, 4]. Giannissi et al. 
[5] examined the impact of atmospheric humidity on 
vapour dispersion resulting from liquified hydrogen spills 
reported in the Health Safety Laboratory. Fluctuating 
wind direction was also considered, confirming its 
significant impact on hydrogen dispersion. Their 
computational results aligned with experiments showed 
that humidity and slip effect had strong influence on cloud 
buoyancy. Recent research at Sandia National 
Laboratories studied upward vertical releases of cryo-
compressed hydrogen to investigate the effect of reservoir 
temperatures and pressures and nozzle diameters on 
dispersion [1]. The results can offer a scientific foundation 
to support prospective modifications to separation 
distances recommended by NFPA 2: “Hydrogen 
Technologies Code for liquid hydrogen handling”. 
Giannissi et al. [6] numerically studied the Sandia 
cryogenic hydrogen jet. Using an integral model, they 
could accurately validate their computational fluid 
dynamics (CFD) codes to predict the Sandia hydrogen jet, 
including radial H2 dispersion, normalised temperature 
decay rate, and mole fraction contours. Later, Ba et al. [7] 
investigated cryogenic hydrogen jets with stagnation 
pressure and temperature set at 50 K and 2-10 bar, 
respectively. They captured shock structures adjacent to 
the nozzle in the case of under-expanded cryogenic H2 

jets. Ren et al.  [8] focused on predicting the nearfield flow 
physics of the under-expanded cryogenic H2 jet using 
direct numerical simulations. They demonstrated the 
emergence of complex acoustic waves adjacent to the 
under-expanded jets. Moreover, their observations 
revealed localised liquefaction resulting from the 
expansion of pressurised cryogenic H2 gas jet flow. 
Chowdhury and Hecht [9] extended their earlier research 
on cryogenic hydrogen gas release [1] to unintended 
leakage through cracks instead of round nozzles. They 
studied aspect ratios of 16 and 32 and found that the decay 
of centerline concentrations was similar to the round 
nozzles when stagnation pressures ranged from 3 - 5 bar. 

This study introduces an accurate approach to 
simulating Sandia’s vertical cryogenic hydrogen jet 
release with a particular focus on addressing challenges 
related to standards and codes for liquid hydrogen. To 
efficiently capture the underlying physics, a solver is 
developed based on ‘rhoPimpleFoam’ while the necessary 
libraries are adopted to handle the species mass fraction 
equations and thermal properties. The present research 
offers a deeper understanding of under-expanded jet flow. 
The impacts of different operating parameters are also 
discussed while a detailed comparison against the 
experimental data is given. While this study primarily 
focuses on modelling cryogenic non-reacting hydrogen jet 
releases, it holds relevance to the broader field of 
hydrogen fire and safety. Understanding the behaviour of 
non-burning hydrogen jets is a crucial aspect of ensuring 
safety in hydrogen storage and distribution systems. For 
modelling delayed ignition and consequence fire and 
explosion modelling, it is essential to understand the 
cryogenic jet development. So, the computational model 
developed in this study can serve as a foundational 
framework for future research that may involve the 
modelling of ignition and subsequent combustion 
processes in hydrogen-rich environments. 
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2. Problem definition 
Fig. 1 shows a schematic view of Sandia’s experiment 

setup. Four experiments have been performed for 
hydrogen release at the nozzle diameter of 1 mm. The 
reservoir pressures and temperatures are set at 2-5 bar and 
50-58 K, respectively. The vertical upward gas release is 
surrounded by low-velocity air co-flow (0.3 m/s) to 
eliminate room currents, having a negligible impact on 
simulations [6]. The two cameras, one for nitrogen and 
another for hydrogen, captured light scattered by a laser 
focused into an 18-mm high sheet using lenses. Through 
analysing the Raman signals, collected by the two 
cameras, from known pure gas flows and correcting for 
laser intensity, the camera’s response is linearised, 
enabling quantification of gas concentration [1]. 

3. Methodology 

To effectively capture the fundamental principles of 
physics, simulations are conducted using a solver 
developed based on the 'rhoPimpleFoam' framework. This 
solver incorporates essential libraries tailored to handle 
the species mass fraction equations and thermal properties 
for simulating the supersonic cases. A Reynolds-averaged 
technique is applied to solve the conservation of mass, 
momentum, energy, and species [6]: 

0                                                                   (1) 

𝜇 𝜇 𝜌𝑔      (2) 

𝜆 𝜆

𝜌∑ 𝐷 ℎ ℎ ∑ ℎ           (3) 

𝜌𝐷                                          (4) 

where 𝜌 is the mixture density, 𝑢 is the velocity, 𝑃 is the 
pressure, 𝑔 is the gravity, 𝑇 is temperature, 𝜇 is laminar 
viscosity, 𝜇  turbulent viscosity, 𝜆 is laminar thermal 
conductivity, 𝜆  is turbulent thermal conductivity, 𝑆𝑐  is 
turbulent Schmidt number is 0.72, 𝐷 is molecular 
diffusivity, ℎ is enthalpy, and 𝑞 is the total mass fraction. 

 
Fig. 1. Sandia experiment setup 

Both k-𝜀 and RNG k-𝜀 turbulence models were 
previously recommended for modelling cryogenic jets 
[6]. We conducted a comprehensive comparison between 
the predictions of these two turbulence models against 
experimental data. This comparison included various 
aspects of the jet development, such as concentration and 
temperature profiles, flow patterns, and other relevant 

characteristics. This thorough analysis revealed that the k-
ε model consistently aligns more closely with the 
experimental observations and hence the former is 
adopted here.  

The pressure-implicit with splitting of operators 
(PIMPLE) algorithm is adopted for solving the pressure-
velocity coupling. This method is developed based on the 
PISO technique and incorporates the feature of under-
relaxation at each step, similar to the SIMPLE method. 
This combination enhances the stability of the PIMPLE 
algorithm in simulations and enables it to handle larger 
time steps, resulting in faster and more efficient [10]. For 
enhanced accuracy and model stability, a maximum 
Courant number of 0.5 is maintained across the entire 
domain. An under-relaxation factor of 0.7 is adopted to 
enhance the stability of the solution algorithm by 
mitigating its nonlinearity. This moderates the 
convergence rate while increasing the stability.  

The jet flow is significantly dependent on the ratio of 
the stagnation pressure (P0) to the ambient pressure (Pa), 
denoted as the nozzle pressure ratio (NPR). Based on the 
NPR value, the jet flows are typically classified in the 
following classification: (1) subsonic jet when NPR=1; 
(2) moderately under-expanded jet at 1<NPR≤2; and (3) 
highly under-expanded jet when NPR>2. Hence, Test 1 
can be classified within the moderately under-expanded 
jet group, while the other tests fall into the category of 
highly under-expanded jets. 

When a jet of fluid is released into an atmosphere with 
higher pressure, the jet expands rapidly and creates a 
shock wave. This shock wave can have a significant 
impact on the behaviour of the jet flow. The notional 
nozzle technique is a simplified method for modelling 
under-expanded jets. It replaces the actual nozzle with a 
hypothetical nozzle that has the same mass flow rate as 
the actual nozzle. This allows the CFD simulation to be 
simplified and made more computationally efficient while 
still maintaining accuracy. Here, a notional nozzle 
technique method is applied that solves the mass, 
momentum, and energy balance equations from the throat 
to the notional nozzle. Table 1 shows the boundary 
conditions in Sandia’s experiment and the prediction at 
the notional nozzle [1, 6]. For Test 1, with NPR≈2, close 
to the critical pressure ratio, the leak forms a perfectly 
expanded supersonic jet, while in the cases with pressures 
ranging from 3 to 5 bar, the leaks result in under-expanded 
supersonic jets.  In all scenarios, the flow remains 
supersonic, as indicated by Mach numbers (speed of 
flow/speed of sound) exceeding one. 

Table 1. Stagnation, throat, and notional nozzle conditions 
     Stagnation Throat Notional nozzle 
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4. Numerical setup 

The notional nozzle is located at the position of the actual 
nozzle. The Mach disk forms when a supersonic flow, 
such as a jet flow, interacts with the ambient air. The 
Mach disk is a normal shock wave resulting from the 
difference in static and ambient pressures. The height of 
the first Mach disk (𝐻 ), for ambient jets, is calculated 
using the following equation [11]. 

0.65                                                                  (5) 

where 𝑑 is the nozzle diameter.  

The maximum 𝐻  in this study is equal to 1.45 mm. 
Therefore, as shown in Fig. 2, the release gas point is 
considered at (0, 2, 0 mm). The computational domain is 
extended around the release point from -0.05 to 0.05 m in 
the x direction, 0 to 0.14 m in the y direction, and 0 to 0.1 
m in the z direction, consistent with previous studies [6].  

The wall condition is applied to the bottom surface 
(green), while the symmetry condition is considered in the 
xy plane (blue) to reduce computational costs. The inflow 
is maintained with a constant velocity at the inlet, and the 
remaining faces are outflow (red). 

The characteristics of an ideal gas govern the 
properties, except for the under-expanded zone where the 
National Institute of Standards and Technology (NIST) 
equation of state is adopted to account for the high 
pressures characteristic of this region [6]. Hecht and 
Panda [1] demonstrated that the ideal gas law can 
effectively correlate gas concentration with mole fraction 
and temperature, with only a slight margin of error when 
comparing the ideal gas assumption to real gas behaviour. 
The domain is initialised with air, which contains 77% of 
N2 and 23% of O2. Furthermore, ambient conditions of 1 
bar pressure and 297 K temperature are initially 
implemented. Thermophysical properties for H2, N2, and 
O2 are determined using the NIST WebBook  [12, 13].  

Structured mesh configuration with hexahedral cells is 
generated with finer mesh adjacent to the release point, as 
shown in Fig. 2. Proper mesh independence study is 
individually carried out for each test, resulting in 560 K, 
540 K, 510 K, and 500 K cells for Test 1, Test 2, Test 3, 
and Test 4, respectively. 

5. Results and discussion 

Fig. 3 shows 2D contour plots of the hydrogen mole 
fraction for the considered tests. A reasonable agreement 
between the simulation and measurement data is 
achieved. While slight overprediction is observed in the 
central spreading, the model precisely captures lateral 
spreading in all cases. The results are also significantly 
better than the previous RANS simulation of this 
experiment [6] (not shown here). The greatest deviation 
in lateral spreading prediction is observed in Test 4 at a 
mole fraction of 0.04. The observed  overprediction might 
arise from the k-ε model in overestimating the turbulent 
diffusion [2].  

 

 
Fig. 2. The present computational domain  

Fig. 4 presents 2D contour plots of temperature for the 
considered tests. Consistent with Fig. 3, the axial cold 
temperature penetration is slightly overpredicted for most 
cases, while the lateral temperature distribution is well 
captured. However, the temperature profile of 140 K in 
Test 4 is underpredicted. 

The normalised inverse temperature decay rate 
(NITDR) is calculated to visualise and compare how the 
temperature decays along the flow. It is valuable for 
understanding the thermal behaviour of the jet, heat 
exchange with the surrounding environment, and the 
overall energy distribution within the flow. Fig. 5 shows, 
for all four tests, an acceptable agreement between the 
predicted NITDR and measured values which are plotted 
versus the normalised distance. The fitted line has a 
proportionality of 0.032, closely predicted compared to 
Sandia’s report. The differences compared to the 
experimental data in the axial direction are consistent with 
the overprediction observed in Fig. 4 and previous studies 
[6]. This discrepancy can be attributed to the presence of 
ice accumulation on the nozzle or the presence of warmer 
jets during experimentation, which lead to shifting from 
the centreline and thereby contributing to variations in 
measurements [1]. Despite this, it is worth noting that 
Giannissi and Venetsanos [14] demonstrated that the 
impact of humidity can be neglected when the jets have a 
densimetric release of Froude number (Fr) above 1000. 
For the considered tests, the densimetric Fr number 
ranged from 5204 to 22,771. Hence, it is expected that the 
humidity to have insignificant effects on the results while 
further investigation is needed.  

 

  
(a) Test 1 (b) Test 2 
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(c) Test 3 (d) Test 4 

Fig. 3. Comparing mole fraction contours of simulation (lines) and 
Sanida’s experiment (circles) 

  
(a) Test 1 (b) Test 2 

  
(c) Test 3 (d) Test 4 

Fig. 4. Comparing temperature contours of simulation (lines) and 
Sanida’s experiment (circles) 

 
Fig. 5. Normalised inverse temperature decay rate. 

6. Conclusion 

This study aimed to further analyse cryogenic 
hydrogen dispersion. The developed solver was 
developed in OpenFoam to model Sandia’s experiment 
focusing on a cryogenic hydrogen gas release. The 
preliminary investigation showed that the k-𝜀 model 
outperformed the RNG k-𝜀 model in the prediction of 

hydrogen dispersion. Therefore, the simulations were 
carried out using the k-𝜀 turbulence model. The notional 
nozzle approach was employed to reduce computational 
costs. 

The numerical results showed a reasonable agreement 
with the experimental findings in predicting the hydrogen 
mole fraction and temperature contours, and normalised 
inverse temperature decay rate. Despite slight 
overprediction of the mole fraction and temperature 
profiles in the axial direction, the numerical results are 
well-predicted in the lateral direction.  

This research has the potential to facilitate the 
development and enhancement of safety codes and 
standards applicable to liquid hydrogen facilities. 
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Venting of 18650 lithium-ion batteries during thermal runaway 
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Abstract 
While the thermal runaway of lithium batteries continues to pose a high risk for fires, the characteristics of the thermal runaway process 
and the resultant venting of material and flame ejection from batteries remain only vaguely understood. This paper introduces a novel 
experimental rig designed to study the complex physical and chemical processes defining the venting process during thermal runaway 
and the structure of ensuing flames. Preliminary results are presented for a single 18650 battery cell where thermal runaway is induced 
with high-speed optical measurements employed to characterise the near-field of the vented jet close to the battery exit plane. Results 
show that the thermal runaway process is characterised by a sporadic release of hot pyrophoric particles, which may lead to autoignition 
of surrounding gases vented from the battery. Velocities of the particles ejected from the battery based on streak velocimetry are found 
to be in the range of 15-25 m/s. This work forms an initial platform for further research to shed more light on this important safety issue. 

Keywords: lithium-ion battery, thermal runaway, battery fires 
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driving cycle fuel consumption of a gasoline turbocharged direct-

injection engine 
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Abstract 
The efficiency of modern spark-ignition engines is constrained by engine knock and the fuel octane ratings. This paper investigated 

the impact of the Research Octane Number (RON) and Motor Octane Number (MON) on the knock resistance of a 2.3-L gasoline 
turbocharged direct-injection (GTDI) engine and determined the octane impact on drive cycle fuel consumption of a conventional 
vehicle powered by this engine. Four fuels of different octane numbers (91.5RON/80.7MON, 91.6RON/83.4MON, 91RON/86MON, 
95.4RON/86.6MON), were tested over the entire engine operation map at both normal and high intake temperatures. The vehicle fuel 
consumption was determined for standard EPA drive cycles and hot-weather towing tests with each fuel. The engine results show that 
a higher RON consistently improves the anti-knock performance and engine thermal efficiency. The effect of MON is more complex, 
in that higher MON improves the knock resistance at part loads and thus increases thermal efficiency, whereas a lower MON performs 
better at high loads and/or high temperatures. Driving cycle analysis shows that increasing RON and decreasing MON can lead to up to 
11.2% and 4.7% reduction in fuel consumption, respectively, for hot-weather towing, but there is no noticeable change in the standard 
drive cycles among the test fuels. 

Keywords: octane numbers, anti-knock ability, GTDI engine, driving cycle, fuel consumption 
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Natural gas-diesel dual-fuel direct-injection in  
compression-ignition condition 
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Abstract 
This work investigates the impact of ambient temperature on the ignition and combustion characteristics of methane (CH4, a natural 

gas surrogate) and n-heptane (a diesel surrogate) in late direct-injection compression-ignition engine conditions. Two converging single-
hole injectors were employed to introduce the fuels into an optically accessible constant-volume combustion chamber. Ambient 
temperatures ranging from 780 K to 1060 K were the varied parameters. High-speed schlieren imaging and pressure trace measurements 
were conducted. The findings reveal that at the lowest temperature, where pilot ignition followed the pilot end-of-injection (EOI), the 
flame initially shifted upstream post-ignition, eventually progressing downstream. At higher temperatures, where pilot ignition occurred 
before its EOI, the flame initially stabilised near the intersection of the jets. Specifically, at 890 K, the upper flame boundary shifted 
upstream after pilot EOI before gradually moving downstream. At 1060 K, the CH4 flame exhibited an upstream shift after pilot EOI 
but stabilised at a fixed distance from the nozzle over time. These observations suggest that the combustion products from pilot ignition 
play a role in flame stabilisation, with the extent influenced by ambient temperature. An explanation of the lift-off response is offered 
based on the interaction between the CH4 jet and the low-momentum combustion products of the diesel surrogate near the nozzle.  

Keywords: methane compression-ignition, dual-fuel, direct-injection, flame stabilisation 
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Abstract 
Aiming to produce a stable fuel oil for use in internal combustion engines from spent tyres, raw spent tyre pyrolysis liquid was 

subjected to a set of chemical treatments including aqueous washing using deionised water, NaOH and HCl; esterification by reacting 
with methanol and ethanol and catalysed by H2SO4 or NaOH; and saponification by reacting with halogenoalkanes. The raw liquid and 
samples after each treatment were subjected to chemical speciation using HPLC and GC-MS techniques, and fuel quality and ageing 
tests. The results showed improved stability under accelerated ageing, with the amount of ageing precipitates formation decreased by 
more than half in the alkali and acid washed and esterified liquids. The esterification of the raw liquid not only significantly improved 
the stability but also converted otherwise “troublesome” organic acids into combustible esters. HPLC analysis indicated the conversion 
of nitrogen-containing species to surfactants was successful, albeit complex and inefficient treatment process. Among the various 
treatments, alkaline wash showed the best performance in stabilising the raw liquid. In addition to the stability, alkaline washing was 
also shown to greatly improve fuel properties such as flash point and total acid number. 

Keywords: aqueous washing; fuel oil; esterification, pyrolysis liquid, spent tyres, stability 
 

 

1. Introduction 

With the rapid development of automobile industry, 
the demand for new tyres and output of spent tyres are 
on the rise worldwide. It is estimated that 13.5 million 
tonnes of waste tyres are scrapped every year[1]. 
Pyrolysis has been considered by many as one of the 
favourable methods to valorise spent tyres[2]. Pyrolysis 
of spent tyres produces three raw products[3], namely, a 
non-condensable fuel gas consisting mainly of hydrogen 
and methane, a condensate (or pyrolysis liquid) rich in 
complex hydrocarbons, and a solid residue rich in 
carbon. Clean and beneficial utilisation of these products 
has been a subject of on-going R&D and, in working 
with industry partners, the UWA Centre for Energy has 
researched and developed a suite of methods and 
technologies that can turn the raw pyrolysis products into 
various value-added products and services. One of these 
developments is a method to stabilise the raw pyrolysis 
liquid into a stable fuel oil for energy applications. 

One of many challenges confronting the use of 
pyrolysis liquid as a fuel is its complex and reactive 
oxygenated and nitrogen-containing organic 
constituents, which cause instability and have a short-
shelf-life of the liquid. In searching for a simple, cost-
effective and environmentally responsible way to 
stabilise spent tyre pyrolysis liquid, several treatment 
strategies were conceptualised and evaluated in the 
present work. The approaches included 1) selective 
removal of “troublesome” organic acid species (e.g. 
benzoic acid, methyl benzoic acid, palmitic acid, oleic 
acid and stearic acid) with deionised water, acid or alkali 
washing treatments; 2) conversion these organic acids in 
the pyrolysis liquid to esters via esterification with 
methanol or ethanol catalysed by either H2SO4 or NaOH; 
and 3) conversion of nitrogen-containing species, 
particularly amines, to surfactant-like amine salts. The 

resultant fuel oils after the aforementioned treatments, 
respectively, were tested for their fuel properties such as 
flash point, viscosity and acid number, as well as the 
amount of precipitates formed in accelerated ageing 
tests. The present contribution outlines the treatment 
methods and shares the new and interesting findings. 

2. Experimental 

Raw spent tyre pyrolysis liquid was obtained from a 
commercial spent tyre retort kiln operated by our 
industry partner. The retort is air-tight and operates at 
slightly above atmospheric pressure and 500 ̊C with a 
typical solid retention time of ca. 20 minutes. The 
volatile stream is condensed through a chilled water 
(4 ̊C) cooled condenser to be separated into a non-
condensable fuel gas, which is burnt on-site for heat and 
power, and the raw pyrolysis liquid, which is the subject 
of the work described in this paper. The as-received 
pyrolysis liquid was stored at room temperature prior to 
treatments or analyses. The sample has a boiling point 
range between 85℃ (the initial boiling point) and 392 
℃ (the final boiling point). 

 (R1) 

 (R2) 
 
Aqueous washing of the raw pyrolysis liquid was 

conducted using deionised (DI) water, NaOH or HCl, 
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respectively, to remove any “troublesome” species. The 
acid and alkali treatments were to convert the organic 
acids and bases to water soluble salts for extraction, 
following Reactions 1 and 2. In a typical run, a pyrolysis 
liquid was washed with DI water equal volume 3 times, 
before alkaline wash (0.1M NaOH, equal volume, 3 
times) or acidic wash (0.1M HCl, equal volume, 3 
times). The mixture was shaken for at least 15 minutes 
and allowed to settle into two layers with the bottom 
discharged and the upper portion subjected to the next 
step of washing desired. Any excess water in the treated 
liquid was removed using anhydrous sodium sulphate 
and filtered through a microfiber glass filter to remove 
particulates prior to subsequent analysis. 

Similarly, the raw pyrolysis liquid was subjected to 
esterification by methanol and ethanol with H2SO4 or 
NaOH as catalyst, which is expected to not only quench 
the detrimental effect of the acids on the stability of the 
raw pyrolysis liquid but also enhance the combustion 
characteristics of the resulting fuel oil, as esters are more 
akin to biodiesel[4]. Reaction R3 below shows a typical 
acid catalysed esterification reaction. The raw retort 
liquid was well mixed with methanol (ratios 1:1, 2:1, 4:1 
and 8:1) and 0.5 wt% H2SO4, heated to the boiling point 
of methanol and refluxed for 72 hours. Progression of 
the reaction was monitored by taking samples at 4, 8, 24, 
48 and 72hrs. The mixture was then neutralised with a 
stoichiometric alkaline solution (NaOH) and washed 
three times with DI water to remove excessive methanol. 
Excess water in the treated liquid was then removed 
using anhydrous sodium sulphate and filtered through a 
microfiber glass filter to remove any particulates prior to 
any further analysis. 

 (R3) 
 
Similar procedures were applied to alkali catalysed 

esterification. 
The raw pyrolysis liquid was also reacted with 

halogenoalkanes to convert tertiary amines and other 
nitrogen-containing species to surfactants, or 
saponification[5], which are simultaneously hydrophilic 
and hydrophobic, that may act as stabilising agents for 
long-term storage of the resulting fuel oil. The presence 
of a small amount of surfactant in the fuel oil also 
eliminates the formation of biological gums in the fuel 
as water is no longer available to support bacteria growth 
to cause blockage and/or corrosion to the handling and 
storage facilities. 

Tertiary amines, which are the most common 
nitrogen-containing compounds in the raw liquid, can be 
converted into a surfactant salt by reacting with 
halogenoalkanes (R4). The charges and the alkane 
chains will make the salt amphiphilic thus improve the 
overall fuel stability. Conversion of nitrogen-containing 
species to surfactant-like amine salts was conducted by 
mixing excess iodobutane (5 vol%) with the raw retort 
liquid. The mixture was heated to 100 °C while stirred, 
for 10 hours in a sealed container. The mixture after 

reaction was extracted with DI water and the aqueous 
phase was analysed using HPLC to confirm the 
formation of amine salts. 

 (R4) 
 
The raw liquid sample and samples after each 

treatment were subjected to chemical speciation using 
HPLC (Agilent 1200 HPLC-DAD fitted with an Eclipse 
XDB-C18 column and using a mixture of 70% water and 
30% acetonitrile isocratic as the mobile phase at a flow 
rate of 0.6 ml min-1) and GC-MS (Agilent 7890a-5975 
fitted with a HP-5MS column, 30m×0.25mm×0.25µm 
housed in an oven, which was held at the initial 
temperature of 32 °C for 8 mins followed by 2 °C min-1 
ramping to 90°C and held for 8 mins; and finally heated 
at 5 °C min-1 to 300°C and held for 1 min) techniques 
and fuel quality and ageing tests, following relevant 
standards. In particular, the ageing test following the 
ASTM-D2274 (Standard Test Method for Oxidation 
Stability of Distillate Fuel Oil (Accelerated Method)) 
was a primary gauge for the stability of the treated fuels. 

Results and Discussion 

Table 1 summarises the ageing precipitates and key 
properties of the raw and treated pyrolysis liquids, along 
with those for commercial fuels of relevance including 
marine gas oil, marine diesel oil, intermediate fuel oil 
180, intermediate fuel oil 380, and non-road diesel, for 
comparison. 

Aqueous washing 

The stability of the liquid was only marginally 
improved after washing with deionised water (DI 
washing). The ageing precipitate was reduced slightly 
from 2290 mg/100ml in the raw liquid to 1790 
mg/100ml after DI washing. Interestingly, the stability 
was substantially improved after the alkaline wash and 
acidic wash, with the ageing precipitate reduced to 500 
mg/100ml and 845 mg/100ml, respectively. 

A number of organic acids were identified in the raw 
pyrolysis liquid using an Obitrap MS (Thermo Fusion), 
such as benzoic acid, methyl benzoic acid, palmitic acid, 
oleic acid and stearic acid. These acids are normally 
added as additives in the production of automobile tyres. 
When washing the raw pyrolysis liquid with 0.1 M 
NaOH solution, reactions with some long chain organic 
acids, especially palmitic acid and stearic acid, formed 
soap emulsions. 

Esterification 

Improved stability was also seen in the esterified 
samples. The amount of precipitate from the ageing test 
of the treated pyrolysis liquid after esterification (1100 
mg/100ml) was almost halved. The additional benefit of 
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this treatment is that it converts other troublesome 
compounds into combustible esters that are similar to 
biodiesel. Fig. 1 shows the typical GC-MS spectra, 
which clearly indicate the formation of methyl benzoate, 
methyl palmitate and methyl stearate resulting from the 
esterification with methanol and H2SO4 at 65 °C. 

 
Figure 1 Typical GC-MS spectra of a pyrolysis liquid after 

esterification at 65 °C 

 
Figure 2 Temporal variation of the major easter products measured 

using GC-MS for different oil:CH3OH ratios  

 
The total acid number of the esterified pyrolysis 

liquid was reduced to ca. 5 mgKOH/g, suggesting an 
extensive conversion of organic acid to esters. Ageing 
tests of the treated liquid yielded ~1100 mg/100 ml 
precipitates, much less than the result of raw pyrolysis 
liquid (~2290 mg/100 ml). Figure 2 shows the dynamic 
progressions of the major ester products during methanol 
esterification process with their peak areas nominalised 
against an inert species – xylene, for cross comparison. 

Esterification using ethanol was also trialled and the 
results showed the acids could be successfully converted 
into esters, as shown in Figure 3. 
NaOH catalysed esterification of the pyrolysis liquid in 
methanol failed to yield any esters, even after 3 days of 
reaction.  

 
Figure 3 GC-MS result shows that ethanol also works for 

esterification. 

Saponification 

Saponification required excess halogenoalkanes to 
react with tertiary amines and other nitrogen-containing 
species present in the raw pyrolysis liquid to form 
surfactants[6]. However, there is no easy way to remove 
the excess unreacted halogenated reactant after the 
saponification treatment, which would compromise the 
subsequent characterisation. As such, the stability of 
pyrolysis liquid after saponification was not assessed. 
However, DI water was used as a probe to extract any 
water soluble species or the surfactants from the 
pyrolysis liquid before and after the saponification 
reaction, and HPLC with Diode Array Detector was 
employed to analyse the DI water extracts. The new 
peaks highlighted in the HPLC chromatograph are newly 
formed species which has similar retention time on the 
HPLC chromatograph of 1-Butylquinolium iodide, the 
product of quinoline (one of the major N-containing 
species) with iodobutane, are believed to be the 
surfactants formed after reaction (Fig. 4). Complete 
conversion is unlikely, as the concentration of nitrogen-
containing species in the raw liquid is low (~800 ppm) 
and some of the major species, such as nitriles and 
thiazoles, will not convert to surfactants. However, these 
“salty” compounds imply at least some degree of 
conversion of the nitrogen-containing species to 
surfactants. 

 
Figure 4 HPLC analysis of the DI water extract before and after 

the saponification with halogenoalkanes 
 
Although saponification of the raw pyrolysis liquid 

achieved the initial scientific and technical intent, that 
the excessive amount of halogenoalkanes required to 
achieve the conversion, and the complexity involved in 
the inefficient processing suggests saponification would 
not be recommended as a means of pyrolysis oil 
stabilisation. 

Fuel stability and quality 

The fuel properties of the pyrolysis liquid after each 
of the aforementioned treatment were either the same or 
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improved compared to the raw pyrolysis liquid (Table 
1). The flash point increased after all treatments, while 
the pour point remained the same. The viscosity was 
reduced after all treatments with the exception of the 
esterification treatment, which showed a marginal 
increase. A comparison of the properties of the liquid 
after each treatment indicated alkaline washing as the 
most promising. Additional fuel property testing, 
including total acid number, carbon residue content, 
resins content and Cetane index, were conducted on the 
alkaline washed liquid. Compared to the raw pyrolysis 
liquid, the alkaline washed liquid had improved Cetane 
index, ca. 50% reduction in carbon residue, ca. 75% 
reduction in the resins content and dramatic reduction of 
total acid number. 

4. Conclusions 

Various treatments to raw spent tyre pyrolysis liquid 
to enhance the stability were assessed. The samples after 
each treatment all showed improved stability under 
accelerated ageing, with the amount of aging precipitates 
formation decreased by more than half in the alkali and 
acid washed and esterified liquids. The esterification of 
the raw liquid not only significantly improved the 
stability but also converted otherwise “troublesome” 
organic acids into combustible esters. HPLC analysis 
indicated the conversion of the nitrogen-containing 
species to surfactants was successful. Among the various 
treatments, alkaline wash showed the best performance 

in stabilising the raw liquid. In addition to the improved 
stability, the stabilised fuel oil shows comparable 
qualities to those of commercial marine gas oil, marine 
diesel oil, intermediate fuel oil 180, intermediate fuel oil 
380, and non-road diesel. 
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Table 1 Ageing precipitate and properties of the raw and treated pyrolysis liquids 

 
Raw 

retort 
liquid 

Water 
washed 
liquid 

Alkaline 
washed 
liquid 

Acid 
washed 
liquid 

Esterified 
liquid 

Marine 
Gas Oil 

Marine 
Diesel Oil 

Intermediate 
Fuel Oil 180 

Intermediate 
Fuel Oil 380 

Non-
road 
diesel 

Precipitate 
(mg/100ml) 

2290 1790 500 845 1100 25 25 N/A N/A N/A 

Flash Point 
(°C) 

14.8 35 40.5 30 30 60 60 60 60 61.5 

Pour Point 
(°C) 

-30 -30 -30 -30 -30 -6 0 30 30 6 

Viscosity @ 
40°C (cSt) 

4.77 3.07 4.56 2.85 4.99 6 11 180 380 1.4-20 

Total Acid 
Number 

22.54 - 0.55 - 4.98 0.5 0.5 2.5 2.5 N/A 

Carbon 
residue 
(wt%) 

1.1 - 0.63 - - N/A 0.3 15 18 N/A 

Cetane 
Index 

29 - 34.3 - - 40 35 N/A N/A 35 

Resins 
content 

(mg/100ml) 
40018 - 11380 - - N/A N/A N/A N/A 10 

Sulphur 
content % 

0.73 - - - - - - - - - 

Nitrogen 
content % 

0.01 - - - - - - - - - 
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Abstract 
Traverse combustion and propagation of smouldering front in a bed of coal gangue (CG) in a vertical quartz tube with a constant 

upward flow of O2/N2 mixture were experimentally studied. Once ignited from the top, a thin layer of glowing coal gangue undergoing 
smouldering is established and traverses downwards against the oxidant gas flow at a fairly constant velocity. Upon reaching the bottom 
of the bed, the counter-current smouldering front is transformed into a thicker layer of burning front, composed of glowing particles in 
the lower portion and bright flame in the upper portion, and commences concurrent propagation upwards, following the oxidant gas 
flow at a constant, albeit lower, velocity. The burning rate and propagation velocity of the burning front were measured against the 
particle size, O2 concentration and flowrate. The mass burning rate decreases with increasing particle size during counter-current 
propagation but is invariant with particle size during concurrent propagation. Similarly, the downward propagation velocity decreases 
with increasing particle size while the upward propagation velocity is not sensitive to the particle size. The mass burning rate, and both 
downward and upward propagation velocities increase linearly with increasing O2 concentration and gas flowrate. 

Keywords: coal gangue, heterogeneous combustion, smouldering, traverse flame propagation, volatile combustion 
 

 

1. Introduction 

Coal gangue is a coal mining waste in gigantic 
quantities globally and poses a significant environmental 
problem wherever coal is mined[1]. Still containing 
combustible matter, coal gangue stockpiles often incur 
spontaneous combustion[2], emitting COx, SOx, NOx, 
VOCs as well as particulate matter (PM)[3]. 
Understanding the mechanisms and progression of 
spontaneous combustion in coal gangue stockpiles is of 
fundamental interest in combustion science and informs 
the formulation of countermeasure strategies to contain 
or even prevent spontaneous combustion.  

Generally-speaking, spontaneous combustion is 
initiated when the rate of heat release from a localised 
oxidation zone within a stockpile is persistently greater 
than the rate of heat dissipation from the oxidation zone 
[4, 5] As the heat accumulates and the temperature rises, 
the oxidation accelerates, causing the combustion zone 
to propagate, expand and spread in the stockpile. 
Meanwhile, large temperature gradients between the 
burnt zone and the rest of the stockpile as well as the 
ambient induce natural convections around the 
combustion front, further complicating the heat and 
mass transfer environments and the spontaneous 
combustion processes. For a real solid fuel of interest 
such as coal gangue, the oxidation reactions are far more 
complex because different combustible components 
(e.g. volatile matter and fixed carbon) and different 
reactions (e.g. surface carbon oxidation, pyrolysis and 
devolatilization, and gas phase combustions) are 
simultaneously involved in a highly transient, constantly 
changing process. This makes the study of the transient 

combustion and burning front propagation process in a 
bed of coal gangue both interesting and challenging. 

Recent literature has seen some significant progress 
in the understanding of burning front propagation in 
packed beds of combustible solid particles[6-9], which we 
term as traverse combustion. The present contribution 
extends our previous work to examine traverse 
combustion in a bed of coal gangue, which has 
significantly less combustible material and therefore 
much lower heating value as compared to the fuels 
examined before. A particular attention is paid to the 
influence of particle size, O2 concentration and the gas 
flowrate. 

2. Experimental 

 
Figure 1 A schematic of the experimental setup 

Figure 1 shows a schematic of the experimental 
setup, consisting of a vertical quartz tube reactor (ID: 1.4 
cm) sitting on an electronic balance, a thermocouple and 
a digital camera. A coal gangue sample was collected 
from Shuozhou coal mine, Shanxi Province, China. The 
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as-received coal gangue sample was dried in air, milled 
and then sieved into size fractions of 0.6-0.9, 0.9-1.25, 
1.25-1.6,1.6-2.0 and 2.0-2.5 mm. Table 1 presents the 
proximate and ultimate analysis data of the coal gangue. 

Table 1 Proximate and ultimate analysis of coal gangue 
Proximate analysis (wt%, a.r.) Ultimate analysis (wt%, a.r.) 

Mois VM FC Ash C H N S O* 
1.2 22.2 13.4 63.2 24.7 1.9 0.8 4.5 3.7 

* Calculated by difference 

In a typical experimental run, a coal gangue sample 
is loosely packed into the quartz column to a consistent 
height without compaction. A flow of O2/N2 mixture 
enters the column from the bottom and through a 
perforated plate that supports the coal gangue bed above 
it. Ignition is initiated by dropping a small burning 
charcoal particle to the top of the bed, in the meantime, 
the digital camera begins to record the burning front 
propagation while mass and centre-point temperature are 
continuously recorded on a computer. At the conclusion 
of the experimental run, the video clip, electronic 
balance and thermocouple readings are analysed offline 
to obtain the mass burning rate, burning front 
propagation velocity as well as the flame temperature as 
the burning front passes through the centre of the bed 
where the thermocouple is situated, which are correlated 
against coal gangue particle size, gas flow, and O2 
concentration. 

3. Results and Discussion 

Figure 2 shows typical sequential photographs of 
burning front propagation through a bed of 0.6-0.9 mm 
coal gangue with a flow of pure O2 at 0.3 L min-1. Upon 

ignition, a thin, regular and glowing burning front is 
established and begins to propagate downwards. When 
the burning front reaches the bottom of the bed, the 
burning front becomes thicker and begins to traverse 
upwards. The upward propagating burning front seems 
to be composed of two layers, i.e., glowing particles in 
the lower portion and bright flame in the upper portion.  

The coal gangue bed appears to be still black behind 
the burning front as it propagating downwards. In this 
stage, the combustion appears to be dominated by 
particle surface smouldering with no volatile flame can 
be observed. As seen in Fig. 3, the total weight loss 
during the downwards propagation accounts for ca. 70% 
of the total weight lost, which suggests substantial 
pyrolysis and devoloatilesation also occurred in this 
stage. However, due to the heat lost to the cold 
surrounding, as well as forced convection from the cold 
oxidising gas, volatile flame could not be initiated and 
sustained. As the burning front propagating upwards, 
bed becomes grey indicating depletion of the 
combustible matter. In this stage, the glowing particles 
in the lower portion of the burning front is due to the 
heterogenous surface combustion while bright flame in 
the upper portion is due to the gas phase volatile 
combustion. The grey colour signifies ash formation as 
the burning front moves upwards and the whole process 
ends as the burning front reaches the top of the coal 
gangue bed. These interpretations seem to corroborate 
well with the mass burning rates and burning front 
propagation velocity data. Fig. 3 depicts a typical 
temporal mass loss profile of a burning bed, showing a 
faster burning rate as the burning front traverses 
downwards and a slower burning rate as the burning 
front traverses upwards.  

 
Figure 2 Sequential photographs showing the burning front propagation, firstly downwards and then upwards, through a bed of 0.6-0.9 mm coal 

gangue with a flow of pure O2 at 0.3 L min-1 

 
Figure 3 Typical mass loss profile for a bed of 0.6-0.9 mm coal 

gangue with a flow of pure O2 at 0.3 L min-1 

 
Figure 4 Downwards and upwards flame propagation velocities in 

a bed of 0.6-0.9 mm coal gangue with a flow of pure O2 

at 0.3 L min-1 
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Figure 4 presents typical downwards and upwards 
flame propagation velocities in a bed of 0.6-0.9 mm coal 
gangue with a flow of pure O2 at 0.3 L min-1. It is evident 
that upwards front propagation velocity is slower than 
the downward propagation, corresponding to the slower 
mass burning rate during upwards flame propagation. 

 
Figure 5 Mass burning vs particle size in a flow of pure O2 at 0.3 

L min-1 

The effect of particle size on the mass burning rate is 
illustrated in Fig. 5, where it can be seen that the burning 
rate during downwards propagating front decreases with 
increasing particle size while that of the upward 
propagating front is insensitive to particle size. 
Similarly, the burning front propagation velocity also 
decreases with particle size during downward 
propagation but less sensitive during upward 
propagation, as shown in Fig. 6. The downward 
propagation of burning front is dominated by 
heterogeneous oxidation on the coal gangue particle 
surface. Both particles and gas are cold ahead of the 
burning front. Larger particles have less surface area and 
take more energy to heat up. As such, it would be harder 
to sustain the burning in a bed of larger particles. 
However, during the upward propagation, the particles 
and burnt gas ahead of the burning front are already hot 
and particles are undergoing devolatilization. This 
explains why the burning front has a glowing 
heterogeneous combustion portion and on top of it a 
homogeneous gas phase flame portion. Consequently, 
the burning front propagation velocity is less sensitive to 
the particle size. 

 
Figure 6 Burning front propagation velocity vs particle size in a 

flow of pure O2 at 0.3 L min-1 

Increasing the pure O2 flowrate causes an increase in 
both the mass burning rate and burning front propagation 

velocity, no matter downwards or upwards, as evident in 
Figs. 7 and 8. 

The effect of O2 concentration on the mass burning 
rate and burning front propagation velocity is illustrated 
in Figs. 9 and 10 respectively below, showing a positive 
correlation.  

 
Figure 7 Mass burning rate vs O2 flowrate (slm = Standard Litre 

per Minute) 

 
Figure 8 Burning front propagation velocity vs O2 flowrate (slm = 

Standard Litre per Minute) 

 
Figure 9 Mass burning rate vs O2 concentration (Case 1 

50%O2:50%N2; Case 2 75%O2:25%N2; Case 3 100%O2: 
0%N2) 

An increase in either O2 concentration or flowrate 
leads to an increase in the availability of O2 to execute 
the oxidation of the bed material of coal gangue, 
resulting in increased mass burning rate and flame 
propagation velocity. These observations and 
interpretation suggest that the combustion in the coal 
gangue bed is limited by the O2 availability. It follows 
that limiting O2 supply is a most effective way to combat 
spontaneous combustion in a stockpile of combustible 
solid. Adopting small gradient low slope sides, 



117 

compacting around the bases and top, and fine particle 
surfacing of combustible stockpiles are some practical 
measures to prevent spontaneous smouldering incidents. 

 
Figure 10 Burning front propagation velocity vs O2 concentration 

(Case 1 50%O2:50%N2; Case 2 75%O2:25%N2; Case 3 
100%O2: 0%N2) 

The thermocouple registers the maximum burning 
front temperature as it passes through the centre of the 
bed. It was observed that the particle size has a minimal 
influence on the maximum flame temperature. However, 
as shown in Fig. 11, increasing O2 concentration or 
flowrate results a high flame temperature as the 
combustion becomes intense with an increased O2 
availability. The maximum burning front temperature is 
always lower during downward flame propagation than 
during upward flame propagation, consistent the burning 
intensity determined by the O2 availability. A larger 
portion of the heat from the heterogeneous combustion 
is spent on preheating the layer of cold particles ahead of 
the burning front as it traverses downwards, resulting in 
a lower maximum flame temperature. Conversely, the 
bed has already been preheated by the time when the 
burning front traverses upwards and therefore, the 
maximum flame temperature is higher. 

 
Figure 11 Maximum flame temperature versus O2 concentration 

(Case 1 50%O2:50%N2; Case 2 75%O2:25%N2; Case 3 
100%O2: 0%N2) 

4. Conclusions 

Traverse combustion and propagation of 
smouldering front in a bed of coal gangue (CG) in a 
vertical quartz tube with a constant upward flow of 
O2/N2 mixture have been systematically examined 
experimentally. Heterogeneous surface oxidation 

 
 

dominates during downward, counter-current burning 
front propagation into a layer of cold particles ahead of 
the burning front and against the oxidant gas flow. 
During downward propagation, the mass loss is due to 
both devolatilization and surface oxidation, and both 
mass burning rate and burning front propagation velocity 
decrease with increasing particle size.  

The upward, concurrent smouldering front is of a 
thicker burning layer composed of glowing particles in 
the lower portion and bright flame in the upper portion. 
During the upward propagation, the burning front 
traverses into the already preheated hot layer of coal 
gangue particles, both the heterogeneous surface 
oxidation and devolatilization, and homogeneous gas 
phase combustion, are taking place, resulting in the two-
layered burning front structure. During this stage of 
traverse combustion, both mass burning rate and burning 
front propagation velocity are less sensitive to the 
particle size.  

The maximum burning front temperature registered 
by the thermocouple is around 900 ̊C during the 
downward propagation and is as high as 1500 ̊C, and 
both increase with increasing O2 concentration and the 
flowrate. Likewise, the mass burning rate, and both 
downward and upward propagation velocities increase 
linearly with increasing O2 concentration and the 
flowrate. The traverse combustion is limited O2 
availability. 
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Abstract 
Metal oxides and hydroxides reduce the emission of brominated compounds during pyrolysis of plastics containing brominated 

flame retardants (BFR).  Calcium hydroxide is very effective when used with legacy BFR but is yet to be tested with novel BFR.  This 
study investigates the effectiveness of calcium hydroxide in capturing bromine from 2,4,6-tris-(2,4,6-tribromophenoxy)-1,3,5-triazine 
(TTBP-TAZ) across a range of pyrolytic temperatures.  We combine the thermogravimetric analysis with differential scanning 
calorimetry and record infrared spectra of the evolved gases and the solid residues.  The results demonstrate significant differences in 
the decomposition of TTBP-TAZ with and without Ca(OH)2.  The volatilisation of neat TTBP-TAZ proceeds mainly in one dominant 
step, whereas that with Ca(OH)2 comprises three stages.  Calcium hydroxide captures all HBr produced in the pyrolysis of TTBP-TAZ 
and greatly reduces the emission of brominated phenols, capturing 67 % Br initially present in TTBZ-TAZ as CaBr2. 

Keywords: chemical recycling of plastics, novel brominated flame retardants, bromine circularity, pyrolysis, HBr 
 

 

1. Introduction 

Brominated flame retardants (BFR) constitute 
essential additives in manufacturing circuit boards and 
plastic casing for electrical and electronic equipment [1].  
During thermal decomposition of BFR, the released 
bromine radicals delay the ignition process and slow 
down the subsequent development of flaming combustion 
[2].  While very effective in preventing unwanted fires, 
many first-generation BFR displayed toxicological and 
environmental disadvantages that prompted the industry 
to develop novel BFR [3], such as 2,4,6-tris-(2,4,6-
tribromophenoxy)-1,3,5-triazine (TTBP-TAZ).  This 
agent exhibits high effectiveness in delaying the ignition 
of acrylonitrile butadiene styrene (ABS) and high impact 
polystyrene (HIPS), replacing the once popular 
polybrominated diphenyl ethers [4], in these applications.  
The ICL Group is the biggest manufacturer of TTBP-TAZ 
at its plant in Israel, exporting the chemical to Korea, 
Europe, USA and China. 

The thermal treatment of e-waste containing BFR 
produces volatile brominated organic species, as well as 
HBr.  No economically viable technology exists to 
recover bromine from BFR-laden plastics forcing these 
materials to be either directed to landfills or incinerated.  
Reckless and unregulated combustion of e-waste 
containing BFR can form brominated trace pollutants 
such as polybrominated dibenzo-p-dioxins and 
dibenzofurans (PBDD/F) [1].  There is an urgent need to 
recover bromine from BFR plastics and convert their 
hydrocarbon matrices to low-bromine hydrocarbon 
feedstocks, to make these plastics suitable for the circular 
economy of the future [5,6].   

Numerous studies have demonstrated the ability of 
metal compounds to reduce the emission of brominated 
volatile organic species during the pyrolysis of plastics 

laden with BFR.  The capture of bromine comes to pass 
by the formation of metal bromides or oxybromides [5], 
with calcium hydroxide found as the most effective of 
these metal compounds [1,7-9].  Studies involving 
pyrolysis of tetrabromobisphenol A (TBBPA) abound, 
but the feasibility of recycling bromine from novel BFR, 
such as TTBP-TAZ, remains unknown.  

The following work investigates the pyrolysis of pure 
TTBP-TAZ with calcium hydroxide, emphasising the 
fixation of the bromine in the solid residue. 

2. Materials and Methods 

2.1 Materials 

The flame-retardant tris(tribromophenoxy)triazine 
(Fig. 1) was donated by the ICL Group, while the calcium 
hydroxide and bromide standards were purchased from 
Sigma Aldrich. 

2.2 Thermogravimetry and differential 
scanning calorimetry  

We conducted three types of experiments to collect 
measurements from thermogravimetry (TGA) and 
differential scanning calorimetry (DSC), using the 
Netzsch simultaneous thermal analyser (STA) 449 F3 
Jupiter:  (i) To obtain the TGA and DSC curves illustrated 
in Fig. 2, we placed 10 mg samples in an alumina crucible 
and subjected them to a temperature ramp of 10 ℃/min 
from room temperature to 600 ℃ under argon gas flowing 
at a rate of 50 mL/min (30 mL/min purge and 20 mL/min 
protective [10]).  (ii) To determine the bromine fixation 
by calcium hydroxide, we placed 100 mg of samples in a 
3.4 mL crucible positioned on the top of the Netzsch S-
type sample carrier, at a constant heating rate of 10 ℃/min 
to the final temperature of up to 650 ℃, with the argon 
purge gas flowing at 50 mL/min.  The samples contained 
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the atomic ratio of Ca:Br of 1:2, as this reflects the 
stoichiometry of Br capture.  The crucible carrier permits 
large sample sizes but has no sensor for energy flow 
measurements.  Evacuation and refilling of the furnace 
were performed thrice to reduce the concentration of 
oxygen present in the system.  Once the heating stops, the 
system rapidly cools, preventing secondary reactions.  
(iii) To obtain the infrared (IR) spectra of the evolved 
gases, we transferred the gases from the TGA to an IR 
spectrometer, as described in Section 2.4.  The sample 
size amounted to 10 mg, with the TGA operated up to 900 
℃ with the temperature ramp of 10 ℃/min. 

 

Figure 1: Tris (tribromophenoxy)triazine. 

2.3 Analysis of solid residue 

We leached the pyrolysis residue with 50 mL of 
distilled water to recover calcium bromide, with the 
leachate filtered and then analysed for Br anions by a 
Metrohm 930 ion chromatograph (IC).  The atomic 
absorption spectrophotometer (AAS Agilent 55B AA) 
determined the calcium concentration in extracted water, 
to verify the stoichiometry between Ca2+ and Br- in 
solution.  We also air-dried the residues, after the removal 
of water-soluble species, and obtained the abundances of 
C, H and N with a Thermo ScientificTM FlashSmartTM 
analyser.  The Bruker Invenio X Fourier transform–
infrared spectrophotometer (FTIR) facilitated the 
characterisation of the functional groups in the solid 
residues using an attenuated total reflectance device 
operated at a resolution of 4 cm-1 with an average of 32 
scans.  These residues originated from the TGA runs 
interrupted at preset temperatures, with the oven cooled 
afterwards. 

2.4 Analysis of gaseous products 

A 1 m coupling line (Netzsch) between TGA and 
Fourier transform IR expedited the analysis of the evolved 
gases.  We kept the transfer line at 290 ℃ to prevent 
condensation while keeping the 2.4 m multipass gas cell 
of 0.1 L in volume at 200 ℃.  We periodically acquired 
the IR spectra and named them after the instantaneous 
temperature in the TGA.  Thus, for example, the spectrum 
denoted as “650 ℃” would document the gas species that 
left the TGA between approximately 610 ℃ and 650 ℃.  
This reflects thrice the formal residence time (i.e., 3 × 1.3 
min) of the gases in the cell, and the temperature ramp of 
10 ℃/min.  The IR spectra covered the range of 4000 cm-

1 – 400 cm-1, averaged over 16 scans at the spectral 
resolution of 1 cm-1. 

 

3. Results and Discussion 

3.1 TGA results  

Figure 2 presents the characteristic thermogravimetric 
and heat flow measurements of neat TTBP-TAZ and its 
mixture with Ca(OH)2.  A single step dominates the 
decomposition of the neat BFR between 300 and 460 ℃ 
with a mass loss of 93 %, concurring with the results of 
Lörchner et al. [10].  On the other hand, the mixture of 
TTBP-TAZ and Ca(OH)2 reacts in three stages:  The first 
stage occurs between 300 and 340 ℃ with a mass loss of 
6.5 %, while, in the second stage, a mass loss of  43.6 % 
befalls in the temperature window of between 370 and 440 
℃.  A mass loss of 8.5 % characterises the final stage 
between 440 to 600 ℃, double the mass loss of the pure 
BFR at the same temperature range.  

 

Figure 2: TGA (in top pane), DSC and DTG (both in bottom 
pane) curves for the thermal decomposition of neat TTBP-TAZ 
(green) and a mixture of TTBP-TAZ and Ca(OH)2 (red), in 
argon carrier gas flowing at 50 mL/min at the rate of 10 ℃/min. 

The onset of mass loss of the neat BFR falls at about 
389 ℃, and for the mixture at 333 ℃, showing that the 
additive initiates early decomposition of the BFR.  The 
latter occurs just after the melting point of TTBP-TAZ at 
227 ℃.  The differential thermogravimetric (DTG) curve 
indicates the maximum degradation rate of the neat BFR 
to fall at 421 ℃.  Compared to the single DTG peak of the 
neat BFR, the mixture displays three peaks - two strong 
maxima at 341 ℃ and 396 ℃ and a minor crest at 497 ℃.  
The pyrolysed residue of TTBP-TAZ retains 3 % of the 
original mass at 600 ℃, while this quantity is as high as 
41 % for the mixture. 
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3.2 DSC results  

The enthalpy of fusion of the pure BFR amounts to 36 
J/g, while for the mixture, it corresponds to 27 J/g.  This 
is because the instrument calculates the specific enthalpy 
based on the combined mass of TTBP-TAZ and Ca(OH)2.  
The presence of Ca(OH)2 converts the endothermic 
decomposition of the neat BFR, characterised by the 
enthalpy of 397 J/g, to a combination of exothermic and 
endothermic processes with values of -58 J/g and 160 J/g, 
respectively.  Our figure for the decomposition enthalpy 
of neat TTBP-TAZ is about twice the value of 212 J/g for 
hexabromocyclododecane (HBCD) and more than three 
times the amount of 119 J/g for TBBPA published by 
Barontini et al. [13]. 

3.3 Bromine and calcium in pyrolysis char  

Figure 3 shows the calcium hydroxide capturing 31 wt% 
of the initial Br in the solid residue at 400 ℃.  This value 
rises to 67 wt% at 650 ℃, with critical transitions at 450 
to 500 ℃ and 600 to 650 ℃.  This low fixation could 
result from scarcity of H atoms to form HBr with Br 
radicals.  The amount of formed HBr is relatively small, 
and most Br escapes as compounds of organic bromine, 
like 2,4,6-tribromophenol [10].  This poses a 
technological challenge due to the contamination of the 
pyrolysis oil with bromine [12], requiring a separate unit 
operation to debrominate the oil in an industrial operation. 
 

 
Figure 3: Inorganic bromine fixed in the solid residue from co-
pyrolysis of TTBP-TAZ with Ca(OH)2 from 400 to 650 ℃. 

If all calcium removed in the leachate were initially 
bound to bromine, we could compute the expected 
stoichiometric amount of bromine.  This means that, if all 
Ca is present as CaBr2, the bromine corresponding to the 
reaction stoichiometry should equate to the bromide 
determined by the ion chromatography.  This is indeed the 
case for 550 ℃ and above, in Fig. 4, revealing that the 
bromide in the solution represents the dissolved CaBr2.  
Higher quantities of calculated Br that arise at lower 
temperatures probably represent the formation of calcium 
oxybromides, as the dissolution of unreacted CaO and 
Ca(OH)2 would affect equally the measurements at both 
low and high temperatures. 

3.4 Elemental analysis of C, H and N 

The elemental analysis of C, H and N, as documented 
in Table 1, provides insights into the effectiveness of 
capturing bromine by Ca(OH)2.  The abundance of C 
grows monotonically with the temperature increase and is 
proportional to the rise in Br fixation, signifying the 
intensification of Br removal from the BFR.  The 
abundance of nitrogen and hydrogen remains relatively 

constant until 550 ℃.  This constancy means that equal 
and consistent amounts of nitrogen and hydrogen leave 
the crucible, as shown in the TGA-FTIR results (Fig. 5), 
but not significant enough (due to the high Br in the 
residue) to influence their proportion.  However, above 
550 ℃, all C-Br bonds break and Br is removed from the 
char, so changes in the content of N and H become 
significant.  Elevating the temperature beyond 600 ℃ 
induces a minor change in the composition of the residue.  
The infrared spectra confirm this comportment above 600 
℃ (Fig. 5), reporting the presence of C-N bonds. 

 

Figure 4: Amount of calcium in the leachate extracted from the 
solid residue (blue), calculated bromine assuming all bromine is 
present as calcium bromide (green) and bromide measured in the 
solutions by ion chromatograph (orange). 

Table 1: CHN composition of solid residue at different 
temperatures after removing soluble species. 

Temperature 
(℃) 

% Nitrogen  % Carbon  % Hydrogen  

25* (feed) 3.1  18.2 1.4  
400 2.7 24.5 1.4 
450  2.2 25.9 1.4 
500 2.1 26.8 1.4 
550 2.0  34.4 1.4 
600 4.9  45.3 3.1 
650  5.2 45.7 3.6 

3.5 IR spectra of solid residue  

Figure 5 illustrates the IR spectra of the pyrolysis 
residue.  There is a gradual reduction in bands related to 
C-N, C-O and C-Br from 400 to 500 ℃.  A sharp 
reduction in IR peaks is seen from 500 to 550 ℃.  Above 
550 ℃, the important bonds break, correlating well with 
the changes in the elemental analysis documented in 
Table 1.  The plots show calcium carbonate impurity and 
evidence of the appearance of the band at 1585 cm-1 which 
signifies the presence of aromatic nitrogen species, 
consistent with the elemental analysis. 

3.6 IR spectra of evolved gases  

The vibration bands of NCO at 2270 cm-1 dominate the 
IR spectra (Fig. 6).  The library matches the spectrum well 
with benzene isocyanate.  At a low temperature of 400 ℃ 
for the neat BFR, we confirm the presence of isocyanuric 
acid.  Higher temperatures and the presence of calcium 
hydroxide prompt the release of isocyanic acid [10] (Fig. 
7).  We also observe the rotational bands of HBr between 
2400 and 2600 cm-1 from 409 to 650 ℃ for the neat BFR.  
Interestingly, Lörchner et al. [10] did not find HBr peaks, 
probably due to the use of a lower resolution or the less 
sensitive gas cell.  In the presence of Ca(OH)2, the HBr 
peaks are absent at all temperatures indicating the 
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complete removal of HBr by calcium hydroxide.  The OH 
peaks and peaks in the fingerprint region confirm the 
presence of organic bromine compounds such as 
tribromophenol as expected from the structure of TTBP-
TAZ.  When we introduce Ca(OH)2 (Fig. 7), we observe 
reduced intensities of these brominated organic 
compounds. 

 

Figure 5: Infrared spectra of the residue from the pyrolysis of 
combined TTBP-TAZ and Ca(OH)2 after leaching and drying.  
The trace at 25 ℃ is for pure TTBP-TAZ (offset for clarity). 

 
Figure 6: FTIR spectra of decomposition products of the 
pyrolysis of TTBP-TAZ without Ca(OH)2 at different 
temperatures (offset for clarity). 

We recommend that future studies investigate higher 
heating rates and introduce an adsorber bed after the 
pyrolysis, to debrominate the gas-phase phenols and to 
increase the capture of bromine.  Elemental mass balance 
on carbon and bromine must be performed, together with 
the calculation of uncertainties, to verify the veracity of 
the measurements.  This will require gas-chromatographic 
analysis of liquid products.  We also recommend 
performing transmission electron microscopy–selected 
area electron diffraction, as the crystal sizes will probably 
be too small for the powder X-ray diffraction, and X-ray 
absorption fine structure spectroscopy, to investigate the 
possible formation of calcium oxybromide species that 
appear to limit the capture of bromine at low 
temperatures.  Finally, the present results, supplemented 
by the density-functional-theory calculations, should 
easily establish the reaction mechanisms for the 
decomposition of TTBP-TAZ, with and without Ca(OH)2. 

4. Conclusions 

Calcium hydroxide transforms the one-stage 
endothermic decomposition of TTBP-TAZ into a three-
stage complex process, revealing an exothermic reaction 

at around 341 °C.  We demonstrated that Ca(OH)2 
captures up to 67 % of bromine initially present in TTBP-
TAZ.  At temperatures above 550 °C, the collected data 
suggested the formation of CaBr2.  The infrared analyses 
of the solid residue and the evolving gases detected the 
formation of unidentified nitrogen species, and isocyanic 
acid, respectively.  The isocyanuric acid arises only in the 
pyrolysis of neat TTBP-TAZ and at low temperatures near 
400 °C.  We identified polybrominated phenols, produced 
at temperatures below 500 °C, as the reason for the 
incomplete capture of bromine in CaBr2.  

 

Figure 7: FTIR spectra of decomposition products of the 
pyrolysis of TTBP-TAZ with Ca(OH)2 at different temperatures 
(offset for clarity). 
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Abstract 
This contribution investigates the mechanism of thermal decomposition of end-capped epoxy oligomers of tetrabromobisphenol A 

(TBBPA), denoted as F-3020, commonly deployed to control flammability of styrenic polymers.  The aim is to assist with the 
development of co-pyrolysis processes for recycling plastics containing brominated flame retardants (BFR).  The experiments combine 
thermogravimetric analysis and differential scanning calorimetry, with attenuated total reflectance of the residue and on-line infrared 
analysis of pyrolysis gases and.  F-3020 decomposes in three stages including, (Stage 1) volatilisation that commences at around 260 
°C, followed (Stage 2) by dissociation of ether linkages, with the accompanying emission of 2,4,6-tribromophenol (from end caps) and 
methane and acetone (from hydroxypropanediyl linkages).  Stage 2 also includes the formation of CH3Br and HBr from intramolecular 
reactions.  The rate of pyrolysis in Stage 2 peaks at around 360 °C.  Stage 3 commences at around 412 °C and releases debrominated or 
partly-debrominated fragments of F-3020, with declining discharge of CO2, CO and H2O, and ceased release of CH4 and CH3COCH3.  
The present measurements suggest that success of the co-pyrolysis process will depend on the effectiveness of inorganic adsorbers for 
fixing HBr and for debrominating CH3Br, bromophenols and volatilised molecules of F-3020 at temperatures as low as 260 °C. 

Keywords: brominated epoxy flame retardants, decomposition mechanism, debromination, FTIR, evolved gases 
 

 

1. Introduction 

Brominated flame retardants (BFR) reduce risk of 
ignition of plastic components in electrical and electronic 
equipment (EEE) [1].  According to Forti et al., in 2019, 
the world economy generated 53.6 Mt of EEE waste 
(WEEE or e-waste), increasing at a rate of 1.8 Mt per year 
[2].  Recycling BFR plastics poses critical challenges, as 
environmental regulations mandate the threshold of BFR 
of 1000 mg/kg in recycled products [3].  While this level 
strictly applies to most legacy BFR, like polybrominated 
diphenyl ethers (PBDE), for practicality and cost-saving, 
it serves as a universal benchmark for the bromine content 
in recycled plastics [4].  

The novel processes that handle BFR plastics, called 
“advanced recycling” comprise (i) solvent-based 
operations, for example, supercritical water oxidation, 
dissolution precipitation and hydrolysis [3]; (ii) thermal 
methods, such as gasification, pyrolysis, microwave-
assisted pyrolysis, co-pyrolysis and catalytic pyrolysis 
[4]; and (iii) recently developed techniques, like 
hydrocracking and non-thermal plasma treatment [5, 6].  
Among these processes, pyrolysis shows the most 
promise, as the process operates under inert atmosphere 
that significantly lowers the formation of potential 
pollutants.  Pyrolysis scales up easily between laboratory 
experiments and industrial treatment and thus can be 
adopted to operate at throughputs imposed by existing 
facilities.  It has “High” technology readiness level (TRL) 
[7].  These considerations have prompted us to investigate 
pyrolysis for recovering bromine from BFR and from 
plastics laden with BFR. 

Among polymers exploited in the manufacture of 
EEE, the share of high-impact polystyrene (HIPS) and 
acrylonitrile butadiene styrene (ABS) amounts up to 55 % 
[8].  These plastics require BFR to display no blooming 
(migration), to offer good processability and high impact, 
as well as thermal and UV stability.  These requirements 
make end-capped brominated epoxy oligomers, like those 
of tetrabromobisphenol A (TBBPA or 2,2’,6,6’-
tetrabromo-4,4’-isopropylidene diphenol) an excellent 
and commonly used choice.  For convenience, we denote 
this oligomer as F-3020, a commercial name coined by the 
ICL Group that manufactures it (Fig. 1).  In F-3020, the 
end caps are 2,4,6-tribromophenoxys, and the TBBPA 
monomers are bridged by links of 2-hydroxypropane-1,3-
diyls, which we abbreviate as hydroxypropanediyl.  These 
links also bridge the end caps with the oligomer backbone 
(Fig. 1). 

The present study develops the pyrolysis mechanism 
of F-3020 based on the experimental measurements from 
three hyphenated techniques, (i) TGA-DSC (thermal 
gravimetric analysis - differential scanning calorimetry); 
(ii) Fourier transform infrared spectroscopy of gases 
evolving from the TGA-DSC apparatus (FTIR-EGA); and 
(iii) attenuated total reflectance of solids produced in 
interrupted pyrolysis of F-3020 (FTIR-ATR).  This study 
brings an insightful understanding of the production of 
brominated organic and inorganic species, to progress 
designing strategies to remove, fix and recover the 
bromine from WEEE to reach Br circularity. 
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2. Experimental 

2.1 Materials 

The ICL Group donated F-3020 as powder, with its 
chemical structure illustrated in Fig. 1.  F-3020 contains 
57 % Br and displays molar mass of 2300 g/mol, which 
corresponds, on average, to 2.6 monomeric units [9] as 
marked in Fig. 1.  Air Liquid Group supplied ultra-high 
purity argon (99.9999 %). 

 

 
 

Figure 1. Chemical structure of F-3020. 

2.2 Analytical details 

2.2.1 TGA-DSC 

A simultaneous thermal analyser, Netzsch 449 F3 
Jupiter, served to perform the synchronised measurements 
of thermogravimetric analysis and differential scanning 
calorimetry.  The instrument operated at a heating ramp 
of 10 °C/min, within the temperature range of 70 °C to 
700 °C, flowing argon at 50 mL/min (30 mL/min around 
the sample and 20 mL to protect the balance mechanism), 
as measured at 25 °C and 1.013 bar.  We placed samples 
of up to 10 mg in circular Al2O3 crucibles of 6.8 mm in 
diameter and 85 µL, housed in a platinum TGA furnace 
of 96 cm3 and capable of reaching 1500 °C.  The product 
gases proceeded to a long-path gas cell, as described in 
Section 2.2.2.  We evacuated the TGA furnace three times 
to a pressure of about 1 Pa, flooding it with argon after 
each evacuation, to minimise the concentration of the 
residual oxygen. 

2.2.2 FTIR-EGA and FTIR-ATR 

A transfer line manufactured by Netzsch, 1 m in length 
and heated to 290 °C, connected the outlet from the TGA 
oven to the long-path (multipass) gas cell positioned in the 
sample compartment of a Bruker Invenio X Fourier 
transfer infrared (FTIR) spectrometer.  The volume of the 
transfer line corresponded to 8.7 mL, resulting in the 
residence time of product gases in the line of 10.4 s.  The 
gas cell, from PIKE Technologies, featured 2.4 m path 
length, a volume of 100 mL, and a heating jacket.  We 
operated the cell at 200 °C to prevent condensation of 
pyrolysates, resulting in the nominal residence time of 
gases in the cell of 76 s.  Each FTIR spectrum, collected 
every 48 s, represented an average of 16 scans acquired at 
the spectral resolution of 1 cm-1, between 4000 cm-1 and 
400 cm-1. 

To investigate the transformation of F-3020 during the 
pyrolysis, we arrested the decomposition process by 
stopping the heating at 360 °C, 400 °C and 600°, and 
cooling the reactor.  The solid residues were grounded and 

analysed with the ATR accessory from Bruker (Platinum 
ATR).  The accessory incorporated a high-pressure 
attachment for mounting samples and featured a diamond 
crystal plate set for a single reflection with the incidence 
angle of the incoming beam of 45°.  We plan additional 
measurements with a germanium crystal plate, as the 
negative peaks revealed in some of the spectra suggest 
high refractive indices of the residue.  The Bruker Invenio 
X FTIR functioned at the spectral resolution of 4 cm-1 and 
averaged 32 scans for each acquisition, for the range of 
wave numbers between 4000 cm-1 and 400 cm-1. 

3. Results and Discussion 

3.1 Analysis of TGA-DSC measurements 

Figure 2 illustrates the TGA, DTG and DSC curves of 
the pyrolysis of F-3020.  The term DTG denotes the 
derivative thermogravimetry reflecting the instantaneous 
slope in the TGA profile.  The decomposition of F-3020 
proceeds sequentially in Stages 1-3: Stage 1 - below 331 
°C (mass loss 6.6 %), Stage 2 - 331 °C – 412 °C (77.2 %), 
and Stage 3 - above 412 °C up to the maximum 
experimental temperature of 700 °C (7.6 %).  An onset 
temperature for the mass loss in Stage 1 corresponds to 
280 °C, with minor but noticeable change of mass starting 
at around 260 °C.  The maximum loss rate occurs in Stage 
2 at 360 °C.   

 
Figure 2. TGA (top pane), DSC and DTG (both in bottom pane) plots 

of decomposing F-3020. 

 
Luda et al. [10] measured 274 °C and 339 °C, for the 

onset and maximum temperature, respectively, for non-
capped diglycidyl ether of TBBPA (inert atmosphere, 20 
°C/min, sample size 10 mg – 15 mg).  A closer 
examination of the TGA curve in Luda’s et al. paper 
suggests evaporation commencing at around 215 °C.  
Thus, the addition of end caps increases the evaporation 
and breakdown temperatures by ≈ 25 °C.  
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Except at above 650 °C, the DSC baseline falls below 
the zero line, indicating an exothermic effect.  As heating 
constitutes an endothermic process, we suspect 
interference from nickel impurities left on the walls of the 
reference crucible from the DSC calibration.  The main 
decomposition segment (Stage 2) in the DTG curve 
translates into overlapping exothermic (≈ 340 °C – 356 
°C) and endothermic (≈ 356 °C – 370 °C) phenomena in 
the DSC measurements.  The fronting exotherm (-16.6 
J/g) morphs into a tailing endotherm (8.0 J/g), whereas 
normally one would expect an endothermic pyrolysis 
process characterised by ≈ 100 J/g – 500 J/g [11, 12].  In 
the IR spectrum of neat F-3020 we observe minor peaks 
due to the C-O-C and CH vibrations in oxirane, at around 
924 cm-1 and 3081 cm-1, respectively.  Thus, it is possible 
that catalysed polymerisation of residual epoxide groups 
takes place at lower temperatures (i.e., < 340 °C), and that 
the self-polymerisation of the epoxy groups at around 356 
°C blurs the determination of heat consumed in the main 
pyrolysis step.  

3.2 Decomposition mechanism 

The analysis of the FTIR-EGA spectra acquired at 260 
°C and 266 °C (Fig. 3), and the FTIR-ATR bands for the 
neat F-3020 (not shown), suggests that Stage 1 involves 
four types of volatilisation reactions.  This analysis 
considers peaks with S/N (signal to noise) > 2.  (1) The 
elimination of water from the hydroxypropanediyl bridges 
that leads to formation of C=C bonds in the solid phase 
[13]; see the water bands around 3750 cm-1 and 1625 cm-

1.  (2) The transfer of residual 2,4,6-tribromophenol or 
TBBPA from solid to gas phases, as FTIR-ATR detects a 
broad band centred on 3563 cm-1, indicating the presence 
of OH vibration in the neat FTIR consistently with the 
appearance of a sharp peak at 3548 cm-1 in the FTIR-EGA 
spectrum.  (3) The emission of CO2 (2349 cm-1 and 667 
cm-1), which we suspect to originate, at this temperature, 
from the presence of an unknown aromatic ester in neat 
F-3020, as evidenced by a band at 1725 cm-1 collected by 
FTIR-ATR.  (4) Elimination of a ketone and/or aldehyde 
species, such as acetone (from hydroxypropanediyl links) 
or acrolein (from glycidol impurity), is evidenced by a 
band between 1720 cm-1 and 1680 cm-1. 

 
Figure 3. FTIR of the evolved gases in the neat F-3020 at different 

temperatures 

As the temperature reaches 308 °C, the FTIR-EGA 
spectra document the onset of Stage 2 decomposition of 
F-3020, accompanied by significant emissions of CH4 
(rotational spectrum around 3000 cm-1), CO2, CO 
(rotational fine structure of between 2210 cm-1 and 2060 

cm-1), 2,4,6-tribromophenol, acetone (characteristic 
ketone peak at 1715 cm-1), at the continued evolution of 
H2O.  All these species arise from the molecular 
rearrangements of the hydroxypropanediyl bridges.  
While details of these transformations remain to be 
established from the density-functional-theory 
calculations, Scheme 1 summarises these observations.  
The emissions of CO2 are too substantial, to be explained 
away by the ester impurity mentioned in the preceding 
paragraph.  The ether C-O bonds are characterised by a 
relatively low bond dissociation energy (BDE) of 271 
kJ/mol.  In contrast, the aliphatic C-C bonds exhibit more 
resistance to breakage at low temperature as their BDE 
amounts to 338 kJ/mol [14].  We note that C-O bond is 
weakened by double bond formed after water elimination 
[13]. 

Stage 2 also includes: (1) The evolution of minor 
amounts of acrolein from the residual epoxide groups, 
with acrolein emissions subsiding just above 346 °C, as 
demonstrated by the band around 2800 cm-1, in agreement 
with the TGA-DSC measurements discussed in Section 
3.1.  (2) The emission of HBr that commences just above 
322 °C, corroborated by the appearance of its rotational 
spectrum between 2700 cm-1 and 2400 cm-1.  Hydrogen 
bromide forms by the intramolecular reaction between 
OH in hydroxypropanediyl bridges and the ortho-Br [15], 
as OH in TBBPA is quite acidic and/or by the HBr 
elimination engendered by the tautomerisation of phenol-
cycloxadienone.  (3) The intramolecular reaction between 
OH in hydroxypropanediyl bridges and the ortho-Br also 
releases CH3Br, but amount of this species is smaller than 
that of CH4.  As the discharge of HBr declines prior to 378 
°C, the production of CH3Br ceases around this 
temperature.  (4) Between 338 °C and 346 °C, the main 
bromophenol species switch from 2,4,6-tribromophenol 
to 2,4-dibromophenol, monobromophenols and phenol, as 
the bottom spectrum in Fig. 3 illustrates minor peaks at 
3653 cm-1 and 3453 cm-1 attributed to the OH groups in 
2,6-dibromophenol, and phenol, in that order.  Evidently, 
isopropylidene-phenyl bond [16] commences to cleave 
off below 346 °C, and the resulting species undergo 
subsequent debromination.  

The gas-phase spectra of Stage 3, recorded at 
temperatures above 412 °C (not shown), substantiate the 
disappearance of methane and acetone, and greatly 
reduced discharge of CO2, CO, H2O and HBr.  Several of 
hydroxyaromatic species form, fully or partly 
debrominated, but the bands are too small for positive 
identification.   

Although, relatively simple to perform, EGA does not 
separate the gases prior to their analysis, as done by gas 
chromatography – mass spectrometry (GC-MS).  This 
prevented us from positively identifying propen-1-ol [10], 
also expected from the decomposition of the residual 
oxirane.  By the same token, EGA did not identify short 
brominated aliphatics (but for CH3Br), anticipated to arise 
as well from the thermal decomposition of F-3020 [10]. 

While we have no room to show the results from the 
FTIR-ATR measurements, the solid residue from the 
partly-pyrolysed F-3020 contains aromatic rings up to 400 
°C (1528, 1441 cm-1) and has no νAr-O and νArO-C 
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(1231, 994 cm-1) at this temperature.  This suggests the 
removal of ether oxygens early in the pyrolysis process.  
We detect no C-Br at 400 °C, with δAr-H barely visible at 
734 cm-1.  Charring manifests itself by the appearance of 
peaks at 1596 cm-1, 880 cm-1 (ωAr CH), 819 cm-1 (ω 
neighbouring Ar CH) and 752 cm-1 due to the bending of 
out-of-plane CH in substituted aromatics.  These features 
were also reported by Luda et al. [10].  The spectra of neat 
F-3020 and those reflecting the partly-pyrolysed material, 
up to 360 °C, involve two peaks around 3563 cm-1 and 
3351 cm-1 assigned to stretching vibration of OH in ArOH 
(as discussed above) and in hydroxypropanediyl bridges.  
No detection of these bands at 400 °C concurs with the 
cession of acetone emission, observed in the high-
temperature FTIR-EGA spectra. 

           
Scheme 1. Decomposition mechanism of neat F-3020 based on the 
species detected (black boxes) through FTIR in the evolved gases.   
 

4. Conclusions 

The results presented in this contribution demonstrate 
expediency of TGA, DSC and FTIR-based techniques 
(EGA and ATR) for identifying the key mechanistic 
features of the thermal decomposition of brominated 
flame retardants.  The end-capped F-3020 is more stable 
to thermal breakdown by about 25 °C than the diglycidyl 

terminated oligomers of TBBPA studied by Luda et al. 
[10].  We observed minor peaks due to residual oxirane in 
the IR spectrum of the neat F-3020, and detected acrolein, 
but not propen-1-ol in the evolved gases.  The key 
bromine-containing species included brominated phenols, 
bisphenols or their fragments, CH3Br and HBr.  Large 
amounts of methane and acetone arise from 
rearrangements of hydroxypropanediyl bridges.  The 
maximum rate of pyrolysis occurs at 360 °C and char 
forms by 600 °C.   
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Abstract 
The particle residence time distribution, E(t), was measured in a lab-scale flash reactor for a pulse of particles added to a continuous 

jet issuing into a counter flow at room temperature. The measuring range is from the jet exit to two different downstream locations 
(x/dexit = 62 and 124) for a series of systematically varied initial flow conditions (𝑈 /𝑈  ≈ 31 – 636 for a constant 𝑈  = 0.008 m/s and 
𝑈 /𝑈  ≈ 0.016 – 0.517 for a constant 𝑈  = 0.248 m/s, where 𝑈  is the jet flow velocity and 𝑈  is the counter flow velocity). The 
measurements were performed using light absorption of continuous laser beams positioned at the three aforementioned locations to 
allow the derivation of E(t) for the two measuring ranges both starting from the exit plane. The E(t) has been evaluated for the 1st and 
60th percentiles, 𝜏 ,  and 𝜏 , , respectively, which characterise the leading edge and the bulk flow. It was found that the characterised 
particle residence time has a non-monotonic relationship with the normalised jet velocity, with the values of 𝑈 /𝑈  for their (𝜏 ,  or 
𝜏 , ) minimum values increasing as the x/dexit decreases. This is deduced to be associated with the effect of particle “group” reducing 
aerodynamic drag for bulk particles, while this effect can be minimised by sufficiently high jet velocity. Counter flow was found to 
broadly increase the particle residence time, although its effect is strong for downstream locations, while weak for the upper stream. 
Industrial-scale particle-based systems need to consider these different flow regimes to optimise design. 

Keywords: residence time distribution, particle-laden flow, and flash reactor 
 

 
1. Introduction 

The residence time distribution (RTD) of particles 
through a reactor is a critical criterion characterising the 
overall performance of systems, such as thermal-chemical 
reactions and solid mixing in fluidised beds [1, 2], 
microchannels [3], solar particle reactors [4] and flash 
reactors [5]. The RTD of particles has been introduced to 
describe the probability function of the residence time of 
particles within a region of interest and operating 
conditions. However, this function is challenge to 
measure because it cannot be derived directly from local 
measurements of velocity and because of the challenges 
of performing any in-situ measurements in high 
temperature industrial reactors. The processes within 
them are complex, involving multi-mode heat and mass 
transfer that is non-linearly coupled with particle and fluid 
dynamics, and an inaccessible environment for most of 
the available measuring techniques [6]. Therefore, there is 
currently a lack of reliable measurements providing data 
for such systems, in turn inhibiting the processes of 
optimisation, upscaling and design. The overall aim of 
this work is to meet this need through developing and 
applying a method to reliably measure RTD within an 
industrially relevant, lab-scale reactor.  

Flash reactors employing particle-laden flows are 
widely used in industry for high temperature processes 
such as ironmaking, alumina and cement calcination [7-
9]. One type of these reactors consists of a vertical 
chamber with a set of inlets at the top to feed raw material, 
through which particles fall under the influence of gravity, 
and outlets at the base to collect processed product. The 
simplicity of this device also makes it relevant to model 
validation, and hence will also support the development 
of other types of more complex reactor. 

The challenges of measuring RTD in particle flow 
reactors have led to previous measurements. Early work 
was typically performed using different types of tracers 
[1]. Despite the usefulness of this method in providing 
data of relevance to particles that are sufficiently small to 
approach perfect flow tracers or identical to main particles 
in the flow, it is unable to account for two-phase effects. 
More recently, Davis et al. [4] developed a method in 
which a small burst of particles was introduced into a 
steady-flowing gas stream as both the tracer and the 
medium being traced. This is an important development 
in that it accounts for two-phase flow effects, albeit it 
being limited to dilute phase regime. Nevertheless, those 
measurements were limited to inflow and outflow through 
a swirling reactor, so there is a need to extend this to 
provide better understanding of in-situ distributions 
through jet-like flow reactors, whose flow-fields are better 
understood.   

To meet this need, the present investigation aims to 
improve understanding the RTD of particles through a 
well characterised, lab-scale jet-flow environment that is 
both directly relevant to a particular class of flash reactor 
and also well suited to the development and validation of 
numerical models. This is performed for a systematically 
varied series of particle inlet and internal reactor flows. 

2. Experimental Approach 

Figure 1 presents the experimental arrangement used 
to allow optical measurement of the RTD of the pulse of 
particles through a lab-scale flash reactor at room 
temperature. The reactor body is a vertically-aligned 
acrylic pipe with inner diameter 𝑑  = 190 mm, with a 
coaxial stainless-steel pipe jet of exit diameter 𝑑  = 
10.2 mm used to feed particles from the top of the system. 
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Particles were released into a continuous flow of carrier 
air via a ball valve, to generate a pulse of particles within 
a continuous jet. The particles issue downward to an 
upward (counter) flow of air supplied from eight nozzles 
(𝑑  = 12 mm) evenly distributed on the side walls of 
a plenum, which also doubles as the particle collection 
box. Two mesh screens were used at the bottom section 
of the rig with eight mesh cups covering the inlets of the 
counter flow to generate a spatially uniform counter flow 

within the system. Separate mass flow controllers were 
used to control the flow rates through the jet and counter 
flow, to provide bulk velocities in the range 0.248 m/s ≤ 
𝑈  ≤ 5.101 m/s and 0.008 m/s ≤ 𝑈  ≤ 0.128 m/s, 
respectively. PMMA particles (microbeads spheromers) 
with density of 1200 kg/m3, particle diameter �̅� = 80 μm 
and bulk volume of 0.5 mL were used for each pulse of 
particles.  

Figure 2 presents the optical arrangement used to 
transmit the laser through each of the measurement planes 
to detect the passage of the pulse of particles. These were 
arranged at the three downstream distances (x) from the 
jet exit plane, x/𝑑  = 0, 62 (middle) and 124 (base). All 
of the optical parts were mounted to an external 
aluminium frame around the main rig.  

A continuous 532 nm laser beam (Thorlabs CP5532), 
with a beam power of ~ 4.5mW was expanded to provide 
a collimated beam of ~ 20 mm diameter. This laser beam 
was double crossed at the centre of the reactor by a series 
of optical mirrors to extend the beam path length used for 
particle signal detection. At the end of the beam path, a 
light detector (DET100A2) was used to continuously 
detect the intensity of the laser light beam during the 
measurement. Note that this arrangement of double laser 
beam was only applied to the middle and base detection 
channels, while the exit detection used a single laser 
beam, with all the other settings same as the double beam 
arrangement. This is because the cross-sectional area of a 
single beam is sufficiently large to detect the whole exit 
of the particle discharge tube. 

The RTD of particles was derived using the well-
known convolution-deconvolution method [4, 6, 10, 11]. 
This method assumes the outlet concentration of particles 
is the result of convolution of the inlet particle 
concentration with the particle RTD within this section. 
The equation is given as follows,  

𝑜 𝑡 𝑖 𝑡 ∗ 𝐸 𝑡 𝑖 𝑡 𝑡 𝐸 𝑡 𝑑𝑡 , (1) 

where, i(t) and o(t) are the inlet and outlet particle 
concentration as a function a time for a certain study 
region, and E(t) is the RTD of particles within a reactor. 
A fast Fourier transform was performed on the measured 
particle signals that are intensity-based particle 
concentration to derive the E(t) for the distance between 
detection channels, i.e., x/𝑑  = 0 ~ 62 and 0 ~ 124.  

3. Results and Discussion 

Figure 3 presents a typical measurement of the 
temporal profile of particle signal distribution, normalised 
by area, calculated from the light extinction measurement 
for the flow with 𝑈  = 1 m/s and 𝑈  = 0.008 m/s. A narrow 
temporal distribution can be identified for the exit (0 ~ 1 
s), while it spreads for the base (1.1 s ~ 6.7 s). This 
indicates that the initial particle pulse disperses gradually 
through the system. 

It can be also seen from Fig. 3 that the detected particle 
signals are highly skewed, with a rapid rise followed by a 
lower decay rate (the tail). This is because the leading-
edge particles are densely laden due to the high initial 

 

Figure 1. Experimental arrangement with three levels of optical 
detection to determine the particle residence time distribution for a pulse 
particle-laden jet flow in a lab-scale flash reactor. The particle flow is 
injected with compressed air from a top central tube, while a counter 
flow is supplied and evenly distributed by eight nozzles symmetrically 
positioned at each side of the cubic wall of a bottom box. 

 
Figure 2. Optical arrangement detecting particle signals for deriving 
particle residence time distribution. The laser beam is arranged to cross 
the reactor centerline twice to detect the bulk flow of dispersed particles. 
Note that the exit detection channel only consists of a single beam as it 
is sufficiently large to cover the jet exit.  
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volume fraction when the pulse is introduced and the high 
gradient in number density, followed by a long wake. This 
non-linear phenomenon has been explained with a 
detailed force balance in a study of free-falling particle 
flows [12], that include the formation of a particle “group” 
at the front where drag mainly acts on the exterior side 
due to the short particle-particle distance within the bulk 
particles, and a discrete particle “tail” due to turbulent 
wake (see Fig. 1). The difference in the decay and rising 
rate of particle signal becomes more significant with 
downstream distance as a result of the integration of these 
effects with time and distance. 

Figure 4 presents the particle residence time 
distribution E(t) that is derived using the convolution-
deconvolution method in Eq. (1). These are consistent 
with their corresponding area-normalised particle signals. 
This implies that the temporal profile of particle signal at 
the exit level from a near-perfect plug flow (Fig. 3), has 
only a small effect on the profile of E(t). The sharp rise of 
the E(t) indicates that the peak concentration occurs ~ 0.1 
s after the leading edge of particles, with trailing particles 
passing up to ~ 3 s later.  

Figure 5 presents statistical measures of the 
cumulative E(t) including 𝜏 ,  and 𝜏 ,  as a function of a 

series of normalised 𝑈  and 𝑈  for x/dexit = 62 and 124. 
These corresponding to 1% and 60% values of the 
cumulative E(t) function, namely 𝜏 ,  and 𝜏 , , defined 

as 𝐸 𝑡 𝑑𝑡,  = 0.01 and 𝐸 𝑡 𝑑𝑡,  = 0.6, 
respectively. Both 𝜏 ,  and 𝜏 ,  at x/dexit = 124 are 
greater than twice that of x/dexit = 62 for all subfigures, 
demonstrating that the particles generally decelerate 
between the two falling distances. This is because 
particle-air interaction is expected to increase with 
downstream distance as particles continuously disperse, 
reducing the “group” effect, while the axial counter flow 
distribution is relatively uniform, impeding the particle 
fall. The error bar based on one standard deviation 
calculated from five repetitions is shown. This provides 
confidence in the repeatability of the measurement.  

Figure 5 (a) presents a plot of the dependence of that 
𝜏 ,  and that 𝜏 ,  on the velocity ratio of jet to counter 
flow 𝑈  /𝑈  at two downstream locations. It can be seen 
that 𝜏 ,  for x/dexit = 62 decreases monotonically with an 
increase in 𝑈  as expected because an increase in initial 
velocity will reduce the time needed for particles to move 
through the pipe. However, further downstream at x/dexit 
= 124, the trend is non-monotonic. After the initial 
decrease from 𝜏 ,  = 2.36 s to 1.13 s for 𝑈  = 0.248 m/s 
and 1.996 m/s, respectively, 𝜏 ,  then increases for 𝑈  = 
3.5 m/s and 5.1 m/s to 𝜏 ,  = 1.32 s and 1.76 s. A plausible 
explanation is that velocity is sufficient to cause a 
decrease in the aforementioned particle “group” effect, 
thereby inducing greater particle-air interaction, 
increasing the 𝜏 , . This phenomenon can be also 
observed for 𝜏 ,  for both falling ranges. While the 
trends in all data sets are broadly consistent, the value of 
𝑈 /𝑈  for the minimum defined particle residence time 
can be seen to increase with the decrease in distance, and 
may even be beyond the range of present data for the 𝜏 ,  
at x/dexit = 62. That is, for this case, the value of 𝑈 /𝑈  for 
the minimum 𝜏 ,  may locate outside the current scope of 
the velocity ratio, potentially indicating a strong particle 
“group” effect for particles that 𝜏 ,  characterises. This is 
consistent with 𝜏 ,  characterises the leading edge of the 
pulse of particles, whilst 𝜏 ,  characterises the bulk flow 
behaviour. However, more data is needed to better 
understand these effects, particularly the influence of all 
of these parameters on the particle “group”. 

Figure 5 (b) shows that the counter flow extended the 
particle residence time at all studied falling distances, as 
expected. This is because the counter flow generates 
upwards air momentum impeding particle fall. For x/dexit 
= 124, 𝜏 ,  can be increased by 140% when 𝑈 /𝑈  is 
increased from 0.016 to 0.517. This effect is only weak 
for 𝜏 ,  of x/dexit = 62, plausibly due to the top section is 
still in the jet momentum influential region and particles 
at the leading edge in this region are self-dominated by 
particle momentum.  

 
Figure 3. Measured particle signals in the time domain for three levels
of detection. Here, �̅�  = 80 μm, 𝑈  = 1 m/s, 𝑈  = 0.008 m/s. 

 
Figure 4. Particle residence time probability distribution, E(t), from the 
jet exit to x/𝑑  = 62 and 124 with markers identifying the 1% and 60% 
cumulative E(t), denoted by 𝜏 ,  and 𝜏 , , respectively. Here, �̅�  = 80 
μm, 𝑈  = 1 m/s, 𝑈  = 0.008 m/s. 
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4. Conclusions 

New insights of the effects of the jet flow and counter 
flow on the particle residence time of a pulse particle flow  
between particle exit to two different downstream 
locations (x/dexit = 62 and 124) in a confined lab-scale 
flash reactor have been provided. The 𝜏 ,  (characterise 
the bulk particle flow) of x/dexit = 62 and 124, and 𝜏 ,  
(characterise the leading-edge particles) of x/dexit = 124 
were found to be non-monotonically dependent on the 
normalised jet velocity with the values of 𝑈 /𝑈  for their 
(𝜏 ,  or 𝜏 , ) minimum values increasing as the x/dexit 
decreases. The 𝜏 ,  of x/dexit = 62 was found to be 
monotonically dependent on the 𝑈 /𝑈  possibly because 
the jet velocity used in the present study was not sufficient 
to break their “group” effect, which is deduced to be 
responsible for the trend of the characterised particle 
residence time. However, more work is needed to better 
understand and confirm the controlling influences. 
Counter flow was found to broadly increase the particle 
residence time, although its effect is strong for 
downstream locations, while weak for the upper stream. 
For other industrial systems employing particle flows, this 
work suggests a direct in-situ measurement of flow field 
is important for understanding the efficacy of relevant 
parameters in engineering processes. 
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Figure 5. The statistical measures of particle residence time for x ranges of 0 - 0.63 m and 0 - 1.26 m under different flow conditions. The 
influence of normalized jet flow velocity on 1% and 60% cumulative E(t) is presented in (a) with a constant 𝑈  = 0.008 m/s, while (b) shows 
the effect of normalized counter flow velocity on them with a constant 𝑈  = 0.248 m/s. Particle diameter is kept constant with �̅�  = 80 μm.  
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Characterisation of a long-distance microscope lens for shadow 
imaging of 80-250 μm diameter particles 
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Abstract 
Particle shadow imaging using a long-distance microscope lens has been shown to provide high-resolution imaging of particles with 

diameters in the range of 80-250 μm. The sharpness of the particle image was analysed for these particles at a series of distances from 
the focal plane, for two different lens magnifications. The particle image quality was seen to change significantly with particle material, 
shape, and magnification. The depth-of-field of the image was then shown to be able to be defined using a threshold of the two-
dimensional gradient of the image intensity, with a resultant depth of field calculated to be 0.5 mm and 2 mm for a resolution of 1.4 and 
5.4 μm per pixel, respectively. 

Keywords: optical techniques, experimental, particle-laden flow 
 

 

Nomenclature 

𝜙  – Particle volumetric loading (-) 
𝑉  – Volumetric flow rate of particles (m3/s)  
𝑉  – Volumetric flow rate of fluid (m3/s) 
𝑑  – Particle diameter (m) 
𝑊𝐷 – Working distance from lens to particle (m) 
𝐼 – Intensity detected by camera (counts) 
𝐺 – 2-dimensional gradient of camera intensity 

(pixel-1) 
𝐺  – Calculated threshold for gradient (pixel-1) 
𝑥,𝑦, 𝑧 – Co-ordinate system 

1. Introduction 

Flows laden with solid particles are found in many 
high-temperature industrial systems, such as calciners 
for mineral processing in which the particles react to 
form a useful product [1] and as solid fuels for 
combustion [2]. The particle-fluid interactions in such 
systems is highly complex with the flow typically having 
strong velocity and temperature gradients, which are 
challenging to resolve numerically or measure 
accurately. Furthermore, spatial variations in the particle 
size, shape, and number density can significantly affect 
the local flow conditions. In a reactor, these complexities 
are compounded by coupling between the two phases, 
with particles adsorbing or releasing energy by radiation 
and convection, and with gases being released by, or 
adsorbed by, the particles in certain temperature ranges. 

Industrial particle-laden systems commonly operate 
with high particle volumetric loadings (𝜙  > 10-4), where 
𝜙 𝑉 /𝑉 , 𝑉  and 𝑉  are the respective particle and 
fluid volumetric flow rates. Consequently, it is 
challenging to isolate individual particles for 
measurements of velocity, particle size, and 
concentration. The commonly used particle scattering 
measurements require a known or constant local light 
flux for reliable measurement of particle size and 

number density. The combined influences of multiple 
scattering, attenuation, signal trapping, and background 
interference present in densely loaded flows leads to 
significant uncertainty in such measurements [3]. 

These interferences can be dramatically reduced 
using the method of shadow imaging, although the 
measurement with a conventional arrangement is 
integrated over a relatively long path length. Resultantly, 
the method is susceptible to the alternative interference 
from overlapping shadows on a common optical path 
[4]. Digital holography for particle imaging utilises the 
interference patterns generated by the combination of 
coherent light from a reference source and the particles, 
however the particle detection is limited to systems with 
sufficiently low particle volumetric loadings to avoid 
significant overlap of the fringe patterns [5, 6]. 

The influence of overlapping particles can 
alternatively be mitigated using a long-distance 
microscope lens by utilising the narrow depth of field in 
which particles are sharply imaged, together with image 
processing to reject particles outside of the focal plane 
[7]. This method has been shown to provide high-
resolution imaging of particles from 1-1000 μm with a 
depth dimension of approximately 0.5mm [4, 8]. 
However, little information is available of the details of 
the parameters that control the spatial resolution in this 
technique. 

To meet this need, the present paper presents a 
systematic characterisation of resolution from a long-
distance microscope lens for particle detection and 
image depth-of-field. Images were recorded for a series 
of particle diameters, working distances, fields-of-view, 
and particle positions relative to the focal plane. 

Method 

The particle shadow imaging was performed using a 
long-distance microscope lens (Questar QM1) attached 
to a PCO.2000 CCD camera. Particles were adhered to 
the surface of a glass plate, as presented in the 
arrangement in Figure 1. The particles investigated were 
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of two types, namely: 1) monodisperse plastic (PMMA) 
spheres (microbeads spheromers) with diameters of 80 
and 250 μm (1 standard deviation of approximately 
10%), which are partially transparent, and 2) 
aluminosilicate ceramic (Carbo) particles with a mean 
diameter of 160 μm and a sphericity of approximately 
0.9, which are opaque. 

 
Figure 1: Arrangement used to characterise particle imaging 
for a series of distances from the focal plane. 

Illumination was provided by a high-power LED 
array (Thorlabs SOLIS 445 nm) with a pulse width set 

to be 10 μs, similar to what is required for typical 
velocity measurements for flows with expected 
velocities <10 m/s. The glass plate was mounted to a 
translation stage, to allow fine control of the distance 
between the particles and focal plane of the image.  The 
position of the focal plane was determined to within 
about 0.3mm by eye, following which images of 
particles on the plate were then captured for a series of 
distances of -8 mm < 𝑧 < 8 mm from this position to 
assess the depth-of-field of the camera for particle 
imaging. Two different working distances (𝑊𝐷) were 
investigated: 1) 𝑊𝐷 = 1150 mm with no additional zoom 
lens, with a resultant field-of-view of 11 mm, resolution 
of 5.4 μm per pixel, and F-number of ~14, and 2) 𝑊𝐷 = 
560 mm with an additional 2× Barlow lens, with a 
resultant field-of-view of 2.8 mm, resolution of 1.4 μm 
per pixel, and F-number of ~8.4. 

 
Image processing: 
- Dark-charge (DC) images were collected with 

the lens cap on. The time-averaged dark charge 
intensity was subtracted from all subsequent 
images. 

- Time-averaged reference background (BG) 
images were collected under the same 

Figure 2: Images of a single particle region for a series of distances from the focal plane, for the series of working distances (𝑊𝐷), 
particle diameters (𝑑 ), and  particle materials investigated. 
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conditions as the experiment with no 
obstructions between the LED and lens. 

- The relative shadow intensity was then 
calculated using the ratio of the instantaneous 
DC-corrected shadow and background images. 

Results 

Figure 2 presents the shadow image (left) and 
calculated two-dimensional gradient intensity (right) for 
a series of individual particles as they are translated 
through the range -8 < 𝑧 < 8 mm. Images are presented 
for each particle investigated at the working distances of 
1150 and 560 mm. The particle image can be seen to 
change significantly with the distance from the focal 
plane, with a decrease in both intensity and gradient with 
increasing |𝑧|.  

The sharpness of the images can also be seen to 
reduce with distance from the focal plane, consistent 
with previous work. The 𝑑  = 80 μm particles imaged at 
𝑊𝐷 = 560 mm can be seen to be only sharply focussed 
within a region of 𝑧 = ± 0.5 mm, with differences 
between these images and 𝑧 = 0 mm suggesting that it 
may be possible to reduce this depth resolution further. 

 Each of the spherical PMMA particles has a bright 
spot on the centre of the particle, attributed primarily to 
the diffraction of light by the particle. Additionally, 
diffraction patterns are imaged around the outside edge 
of the particles as they move out of focus. These patterns 
are stronger for the particles closer to the camera than 
those away from it. This is particularly evident for the 

small-FOV case with a resolution of 1.4 μm per pixel, 
and can also be seen around the edge of the non-

spherical, opaque carbo particle. The presence of 
diffraction patterns is strongly dependent on the distance 
between the LED light source, particle, and detector, as 
well as the alignment of the light source with the 
detector. The greater the distance between the LED and 
detector, the closer the illumination that is detected 
becomes to a point source. Further systematic analysis is 
required to fully understand the effect of LED position 
on the shadow and diffraction reaching the camera. 

The depth-of-field in which particles are identified 
can be varied by using different thresholding values for 
the gradient and shadow intensity. The apparent depth-
of-field in which particles are sharply imaged can be 
seen to increase with increasing working distance, 
consistent with expectation, as well as with increasing 
particle diameter. Therefore, for systems where a narrow 
depth resolution is required (e.g., flows with strong 
spatial gradients), a shorter working distance should be 
preferred, with the trade-off being a smaller field-of-
view. 

Figure 3 presents a cross-section of the shadow 
intensity and gradient for the 𝑑  = 80 μm particle imaged 
at 𝑊𝐷 = 560 mm, for a series of values of 𝑧. The 
intensity detected by the camera can be seen to decrease 
by up to half in the darkest regions of shadow when the 
particle is in focus, with a sharp increase towards the 
background value beyond the particle boundary. The 
regions of strong gradient on the particle edge 
correspond closely to the average particle diameter 
measured using a Malvern Mastersizer, as indicated by 
the vertical dashed lines. 

Figure 4 presents an example of a gradient intensity 
calculation, which could be used as a threshold for 

Figure 3: The image intensity 𝐼/𝐼  (top) and gradient 𝐺 (bottom) through the centre of a single 80 μm particle imaged with a 𝑊𝐷 = 560 
mm, for a series of distances from the focal plane (z . The vertical dashed lines indicate the average diameter of the particles. 
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particle detection, as a function of the distance from the 
focal plane. The edge-of-particle gradient, 𝐺 , was 
defined here by the minimum gradient measured within 
a one-pixel thick particle edge in a square region (2𝑑   
2𝑑 ) around the particle. (This is the same area around 
the particles that is presented in the individual tiles of 
Figure 2). That is, the intensity was calculated from 

𝐺 𝑞𝑢𝑎𝑛𝑡𝑖𝑙𝑒 𝐺,
∗

, with the resultant values of 

95 <  <99.5 calculated for the presented particle 

diameters. It can be seen that the value of 𝐺  peaks on 
the focal plane, decreasing significantly with increasing 
|𝑧|. The decrease is greater for 𝑊𝐷 = 560 mm than 𝑊𝐷 
= 1150 mm, agreeing with the expectation of a 
decreasing depth-of-field with the working distance. The 
resultant depth of field, calculated from values within 
80% of the peak, is approximately 0.5 mm and 2 mm for 
𝑊𝐷 = 560 and 1050 mm, respectively. The values of 
𝐺  are also typically non-symmetric about 𝑧 = 0 mm. 
This means that thresholds must be carefully selected to 
measure particles within a pre-defined region. 

 
Figure 4: Value of the calculated gradient limit, measured in 
the square region of side length 2×𝑑  around a single particle, 
as a function of distance from the focal plane for the series of 
particles investigated at 𝑊𝐷 = 560 mm (top) and 𝑊𝐷 = 1150 
mm (bottom). 

Conclusions 

Particle shadow imaging using a long-distance 
microscope lens has been shown to provide high-
resolution images for particles with diameter from 80-
250 μm. The depth in which particles were sharply 
imaged was shown to be as little as ±0.5 mm, 
demonstrating the potential for imaging within densely-

loaded flows in which there is strong scattering and 
attenuation of incident light. For systems where a narrow 
depth resolution is required, for example measurements 
in systems with strong spatial gradients, the working 
distance should be made as short as practical. 

The gradient of the shadow has been shown to be a 
useful measure for identifying the edges of the particle, 
with the desired depth-of-field for particle detection able 
to be controlled through careful selection of threshold 
values. The transparent, spherical PMMA particles and 
opaque granular Carbo particles displayed significantly 
different shadow properties, with stronger diffraction 
patterns seen around the edges of the spherical particles 
as well as a bright spot on the centre of the particle when 
in focus. For application in low volumetric loadings 
these additional diffraction patterns may prove useful for 
obtaining additional information about particle shape or 
position, although experience with imaging in densely 
laden flows suggests that they will tend to be 
overwhelmed by interference in such environments. 
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Abstract 
This work provides an experimental analysis of nanoparticle agglomeration and growth during flame spray pyrolysis (FSP). 

The particular novelty of the work lies in relating flame stability regimes to detailed particle characteristics including size and 
morphology. A rapid thermophoretic sampling device is designed and calibrated in order to extract iron oxide nanoparticle 
samples from an FSP flame under varying synthesis conditions. The samples are then analysed via transmission electron 
microscopy (TEM). Sampling at various heights above the burner (HAB) provides the means to segregate zones of primary 
particle formation, growth and agglomeration. Resultant data regarding these particle regimes is essential input to validate 
models and can further act as a calibration tool for the application of non-intrusive diagnostics. In addition, the analysis provides 
novel insight into the influence of flame stability on product particle characteristics.  

Keywords: flame spray pyrolysis, thermophoretic sampling, flame synthesis 
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Effect of outlet boundary conditions and temperature gradient on 
the maximum transient growth for linear and nonlinear systems 
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Abstract 
Combustion instability is common in propulsion and power generation systems. It manifests as large-amplitude acoustic oscillations 

and results in undesirable consequences like structural damage, performance deterioration, and even mission failure. This study focuses 
on the maximum transient growth of acoustic energy in different systems. The model is a straight tube with an acoustically compact 
heat source and a mean temperature gradient over the heat source. Its inlet is acoustically open and its outlet is acoustically open or 
closed. The flow disturbance is described by a Galerkin expansion technique and the unsteady heat release is modelled using a modified 
King’s law. Via the linearization of delayed velocity at the heat source, the nonlinear system transforms into the linear-delay and the 
linear system. With the increased mean temperature gradient, the maximum initial energy growth rises in the open-closed tube and 
drops in the open-open tube. The maximum initial energy growth of the open-closed tube is higher than that of the open-open tube. For 
nonlinear systems, with the increased mean temperature gradient, maximum energy growth over a long time becomes higher or its 
required initial energy becomes lower. Compared to the open-open tube, the initial energy that the open-closed tube requires to retain a 
high level of acoustic energy after a long time is lower. It may imply that the triggering may be easier to occur under higher mean 
temperature ratios and the open-closed tube is more sensitive to the triggering than the open-open tube.  

Keywords: transient energy growth, linear system, nonlinear system, outlet boundary condition, triggering 
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Abstract 
Combustion plays a significant role in the energy and Aerospace sectors. The push towards electrification of aerospace 

propulsion in the aviation sector is being made to comply with the environmental goals. However, it will likely take decades to 
achieve this goal. Meanwhile, the newly growing and promising field of plasma-assisted combustion has grabbed attention to 
exploring its capability for combustion enhancement and pollution control. Scientists and engineers have carried out numerous 
investigations and experiments on using this technology in aerospace engines, particularly in the field of aviation engines, 
aiming to achieve an emission-free sector. The aim of this comprehensive paper is to summarize and discuss the development, 
and importance of non-thermal plasma to enhance combustion efficiency and emission control for the aerospace propulsion 
sector. The impact of plasma on different stages of combustion such as ignition, flame propagation, flame stability, and emissions 
are compiled in the research paper based on findings of prior research in the field. The primary focus of this summary is on the 
use of plasma-aided technology for air-breathing aviation engines.  

Keywords: plasma assisted combustion, propulsion efficiency, aerospace Propulsion, emission control 
 

 

1. Introduction 

1.1 Combustion Overview  

In the present energy market, the use of combustion-based 
systems to extract energy is more than 80%[1, 2]. 
Attempts are being made to electrify airplanes using 
highly efficient batteries. However, it will not be feasible 
in the short term. Because of the high energy density fuel 
being used in combustion engines and its advantage of 
being re-fuelled easily, combustion is preferred for Aero-
propulsion[2]. Although combustion has played a major 
role in aerospace vehicle development, it still has a low 
energy conversion efficiency and has contributed to air 
pollution and climate change directly[3]. It is estimated 
that aviation accounts for 2.5% of global (Carbon 
Dioxide) CO2 emissions and 3.5% of non-CO2 
emissions. The latest statistics for (Q1&Q2) the year 2023 
show that the global aviation sector including Passenger 
(Domestic and International) and air freight contributed 
3,249,527,795 tonnes of CO2 alone[4].  The data on the 
NOx emission suggest that 70-80% of total airport NOx 
emission is contributed by the aircraft. The NOx emission 
reduction goal of 60% by 2026 AD, has been highlighted 
in the ICAO Doc 9887 compiled by the Committee on 
Aviation Environmental Protection(CAEP)[5]. The 
direction for the development of future engines is to make 
them more fuel-efficient and pollution-free. It makes them 
economically and environmentally fit for civil 
aviation[6]. The attempts being made for the 
technological development of cleaner engines are shown 
in table 1. 
 
 
 
 

Table 1: Types of technology as a potential for emission control to 
comply with ICAO and CAEP goals[5]. Along with the pros, cons, and 
effectiveness of emission reduction. 

Methods Pros Cons Reduction 
Rich burn 

quick quench 
lean burn 

(RQL) 

Lower cost and 
complexity, 

Conversion to 
Neutral N2, 

High reliability, 
and service 

history 

Need for 
airflow 

optimization, 
Need for 

redesign of 
injectors 

50-70% for 
small engine, 
55-65% for 

medium-sized 
engines 

Double 
Annular 

Combustor 
(DAC) 

Lean 
combustion at 

high power 
reduced fuel-

choking  

Control of 
pattern factor, 
excessive fuel 
burn, reduced 
efficiency in 
mid-power 

range 

20% for Low 
overall 

pressure ratio, 
40% margin 
obtained at 
OPR=24.6  

Axially 
Staged 

Combustor 
(ASC) 

A lower level of 
NOx at high 

power 

Fuel choking 
risk, high casing 

strength, and 
stiffness  

40-50% in a 
2-stage 

combustor 

 

1.2 Plasma Assisted Combustion (PAC) 

In the last two decades, research on using plasma to 
enhance the combustion process & and for pollutant 
control has been ongoing. Due to its ability to produce 
active species, heat, and modify transport species[2]. The 
ability of the plasma state to excite a neutral atom and 
increase its particle velocity makes it a viable option in 
applications such as aerospace propulsion to achieve 
energy and environmental sustainability goals.   
Although the studies have demonstrated the effectiveness 
of plasma in attaining the environmental and economic 
goals for propulsion systems by fuel reformation, 
combustion, and emission control, it is still unclear about 
the type of plasma to be used in different combustion 
environments. One of the contributors to this uncertainty 
is the variation of the plasma properties and complicated 
interaction between the combustion chemistry, plasma, 
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species transport, and aerodynamics[1]. From the control 
perspective, the complex nature of plasma makes it 
difficult to understand the suitable control mechanisms 
and quantification of plasma properties in a highly volatile 
combustion application. The focus of the review is to 
discuss the following:  

 Progress made in PAC in emission control of 
aerospace propulsion. 

  Different types of plasma (non-thermal and 
thermal) for pollution control.  

 The effect of plasma on different stages of 
combustion. 

 Application of plasma to air-breathing aerospace 
engines. 

2. Plasma  

      It is considered the fourth state of matter, which is a 
gas in an excited state due to interaction with a high-
energy particle generated by a magnetic field [2]. Plasma 
can be subdivided into two classes for use in combustion 
applications: Equilibrium or Thermal Plasma and Non-
Equilibrium or Non-thermal Plasma [2, 7].  

2.1 Equilibrium Plasma   

    The thermal plasma comprises species that are in 
thermal equilibrium with each other. These plasmas are 
fully ionized plasma and have equally excited electrons, 
neutral species, and ions [7]. One of the major drawbacks 
to this type of plasma is the heat energy loss from the 
transition of glow-like discharge into sparks or arcs. The 
equilibrium plasmas have some direct applications 
currently in the automotive spark plug and plasma cutting 
applications [2, 7, 8]. 

2.2 Non- Equilibrium Plasma 

    The non-thermal plasma has electrons in the excited 
state compared to the ions and neutral species, causing the 
plasma temperature to be close to the ambient 
temperature. The low temperature allows ease of 
achieving the direction of energetic-electron energy, 
without heat loss in the process. The non-equilibrium 
plasmas most of the electron energy is utilized in the 
dissociation of neutral molecules and the production of 
ions. Thus, enabling the conversion of discharge plasma 
into chemical energy [7]. 
    The non-thermal plasma rapidly produces 
electronically and vibrationally excited species faster than 
the keychain-branching processes of combustion at low 
and intermediate temperatures. Hence, eliminating the 
ignition delay. The experimental results have established 
the fact that non-equilibrium plasma can enable direct 
ignition to flame transition without extinction limit as 
suggested by the S curves. Besides, the researchers 
suggest that the plasma plays a significant role in the 
production of active species at a lower temperature, which 
aids in the activation of fuel oxidation even at lower 
temperatures, which is not possible in a conventional 
combustion process [9].  

    In non-thermal plasma (NTP), the discharge energy 
goes into the excitation of the energetic electrons more 
than the ion and neutron heating. Thus, energy is 
consumed for electron impact dissociation rather than 
ionization of background gas to produce radicals which 
decompose the toxic molecules near room temperature by 
avoiding the energy loss to background gas heating. Some 
of the NTP formation methods such as Electron beam 
irradiation, Electrical discharge, Dielectric barrier 
discharge, and Pulse power discharge have been 
recognized as solutions to the removal of hazardous 
pollutants.  
     Methods like Electron beam dry scrubbing have been 
researched to eliminate the need for the expensive catalyst 
for NOx (Nitrous oxides) removal. Its ability to convert 
pollutants into byproducts for use in fertilizers has been 
an advantage and the tests on these types of systems could 
remove significant amounts of NOx and SO2  (Sulphur 
oxides) from power plants,  municipal waste incinerators, 
and combustion boilers[10]. In contrast to the electron 
beam excitation of plasma formation, the electric 
discharge method has the potential to form a non-thermal 
plasma in atmospheric pressure gases by use of (DC, AC, 
or pulse power sources. Dielectric barrier discharge 
(DBD) and pulse power discharge are the most developed 
technologies to date.  
    Research has shown that Pulsed discharge-controlled 
NOx emission is more efficient in comparison with DC 
corona discharge, as the pulsed discharge restricts the 
transfer into arc discharge. Researchers suggest that short-
duration pulses influence preventing loss due to heating 
by terminating the voltage before the non-thermal plasma 
shifts to a thermal plasma. It can be established from 
experiments that; the shorter pulse time provides more 
energetic electrons and higher energy. The development 
of pulsed power discharge has enabled the reduction of 
the pulse duration to 5 nanoseconds[10]. Compared to a 
general pulsed discharge it has proven to have more NO 
removal efficiency. Data obtained from one of such 
experiments is shown in Table 1.  The energy efficiency 
of the nanosecond pulsed power is found to be highest in 
recent experiments about pollution control by non-
thermal plasma.  
 
Table 2: Experimental results from the comparison of general pulsed 
discharge with nanosecond pulse discharge[10] 

 General 
Pulsed 

discharge 

Nano-Second pulsed 
discharge. 

Pulse Duration 50 ns 5 ns 2ns 
NO removal efficiency 

(220 ppm) 
 

0.37 
mol/kWh 

0.52 
mol/kWh 

0.89 
mol/kWh 

Ozone Yield 30 
g/ kWh  

400 g/kWh 470 g/kWh 

3. Effect of plasma on Combustion  

     The use of the fourth state of matter has many 
advantages in improving combustion efficiency [11].  The 
improvement in plasma technology and laser diagnostics 
seen in recent years has helped us understand the 
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enhancement mechanisms of plasma-assisted combustion 
[12].  
Ignition: 
     The study on increasing and constant active 
components on the ignition boundary of the combustor 
has suggested that the increase of active species can 
broaden the lean ignition boundary[6]. The studies on 
spark ignition and plasma-assisted ignition on ignition 
delay time have shown that the plasma jet ignition delay 
time is much shorter than that for the spark ignition. The 
minimum plasma jet ignition delay showed an 88.74% 
reduction time in ignition delay compared to spark 
ignition[6].  
Flame propagation:  
    Some experiments have suggested the use of PAC to 
boost ignition and lean burn limit. The use of microwave 
is suggested to enhance the effect in oxygen-rich 
combustion, then that in fuel-rich conditions[1]. 
Additionally, plasma aided ignition kernel development 
but except the flamer speed. Decades of research have 
shown that the flammability limit is caused by the 
radiation heat loss during combustion.[2] 
Flame stability: 
     The blowout air flow is the main indicator of the flame 
stability and the high blowout achieved from the DBD 
generated plasma activated Propane-air flame, shows that 
combustion continues to occur under very lean burn 
conditions[12]. The temperature environment with 
variable pressure pilots and flame motivated the research 
for non-thermal plasma using microwave and hybrid 
approaches of both thermal and non-thermal plasma being 
employed for combustion stabilization[7]. 
Emission: 
     Research has shown that the implementation of PAC 
enables the concentration of CO (Carbon Monoxide) 
volume fraction in the main combustion zone of the 
combustor and is reduced in the downstream mixing zone. 
This indicates that the active particles in the chemical 
reaction in the main combustion zone accelerate the 
combustion reaction and ensure complete combustion of 
fuel. This milestone of reaching a complete combustion 
level reduces the emissions significantly[6]. 

4. PAC for Air Breathing Engines.  

The Gas turbine engines, which operate at 9+ Km 
altitude still have issues of high-altitude ignition and 
afterburner. PAC enables jet engine design modifications 
with reduced chamber volume, improved air-fuel mixture, 
increased flame propagation, and improved emissions. 
The gas turbine combustors with piloted flame 
stabilization using non-equilibrium plasma provide a 
better performance, wider turndown ratios, and lower 
emission of Carbon and nitrogen oxides. It also supports 
the reduction in flame dynamics and reduces pressure 
fluctuations[6].   
The study of emission characteristics of aviation kerosene 
in an aero engine combustor using volume dielectric 
barrier discharge configuration and investigations 
conducted by temperature and emission measurement 
concluded that CO emission was reduced for fuel-rich, 

stoichiometric, and fuel-lean kerosene-air mixture. In 
contrast, NOx emission was reduced only in the case of a 
fuel-rich mixture. It has been shown in experiments that 
the DBD discharge can produce Ozone (O3). This is 
believed to be the primary reason for the increment in 
NOx emission. It shows the limitation of the DBD in 
achieving the goals of PAC for emission control. 
The research on the effect of nano-pulsed discharge on the 
combustion instabilities concluded that, with the 
activation of plasma discharge and the pulse repetition 
frequency, the flame stabilizes in the burner passage[1]. 
The nano pulsed discharge is believed to be effective in 
radical generation and high speed of penetration requiring 
less power measured at 0.01-1 J/Pulse.  
 Research on a novel aero-engine combustor using PAC 
has shown that using PAC reduces the emission 
significantly for all three major pollutants NOx, CO, and 
HCs[6].It is evident that even with such a low power 
consumption, a significant amount of emission reduction 
is possible. 

 
Fig.1: Experimental demonstration of plasma-assisted combustion using 
nano-second plasma discharge and the NOx concentration (ppm) at 
different excess air ratios[6]. The experiment demonstrates the ability of 
NPD to reduce NOx emissions. 

 

 
Fig. 2: Pollutants (NOx, CO, THC) generated with and without 
Plasma. The power consumed for plasma generation was 150 
watts[6]. 

The high-speed flow of air in Scramjet engines operating 
above MACH 5 causes many complications when it 
comes to the mixing of air and fuel[13]. Additionally, 
ignition, flame stabilization, and cooling at high 
temperatures are some other requirements. In the present 
context, kerosene-fuelled scramjet engines are considered 
suitable for high-speed propulsion. In this case, a small 
amount of Hydrogen or pyrophoric liquid is used as pilot 



139 

igniters. However, they have added the complexity of 
storing and delivering these in high-speed flow 
conditions. 
The application of the gliding arc plasma on a scramjet 
engine showed an increase in wall pressure and 
combustion zone[14]. At such high Mach numbers, the 
flow residence time is much shorter than the autoignition 
time of the jet fuels at 900 Kelvin[2]. The flow residence 
time is quite short even when the fuel is ignited. Attempts 
have been made to reach this unity using plasma torches 
and combining these with the dielectric barrier discharge 
(DBD). This technology is predicted to be the future of 
aerospace travel and ensures the application of PAC in the 
improvement of combustion and emission control for a 
sustainable future.  

5. Conclusion & Discussion 

Non-equilibrium plasmas will be the dominant method of 
plasma-assisted combustion due to the dissociation of 
most of the neutral atoms without having any heat loss. 
Over the years, many improvements have been made in 
understanding plasma magic and its dynamics and 
chemistry. In addition, the plasma has been shown to have 
a positive impact on the different stages, such as a 
reduction in ignition delay, Stable flame, and reduced 
emissions. The emission control objective of the Aviation 
industry can be achieved using PAC. From the study of 
the PAC in the case of air-breathing, the only way to 
achieve the stringent environmental needs of the 
aerospace industry can only be achieved with the help of 
PAC. The NOx concentration, which is a major problem 
in the current aerospace industry can be solved with the 
current systems available if the plasma technology is 
implemented in it. 

6. Future works  

The direction of the research on PAC will be towards the 
applicability of the PAC systems to the current existing 
propulsion systems. As discussed in the paper the research 
on the PAC systems in the case of the current Gas turbine, 
is the milestone to reaching carbon neutrality. As 
discussed earlier, one of the major hurdles to applying 
plasma technology directly to applications such as 
propulsion is the knowledge gap in the type of plasma 
discharge suitable for it[1]. The missing reaction 
pathways for the plasma-assisted combustion and the 
mechanisms have not been validated practically[1]. The 
fulfillment of this gap will be a game-changer in this field 
and will enable the sector to flourish. 
This will be the direction of the research in this field.  
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Abstract 
Stochastic implementations of mixing models typically use particles where mixing is modelled by ultimately calculating weighted 

averages of particle pairs. The method for pairing particles is the principal difference between most of the mixing models. Pairs of 
particles are sometimes only permitted to mix within a given distance of another particle but there is rarely any bias to which a particle 
within an acceptable distance is selected, with the closest particle the most common method if any bias is applied. An approach used by 
the authors is uniform particle selection, where particles within a certain distance are equally likely to be paired. A comparison between 
uniform and Gaussian particle pairing selection was investigated for the binomial-Langevin Multiple Mapping Conditioning model 
using homogeneous nonreacting DNS as a test case. No significant differences between the two selection pairing methods were found 
for the range of parameters tested, but the effect of the method in a reactive case is not yet investigated. 

Keywords: micro-mixing model, modified Curl’s model, multiple mapping conditioning 
 

 

1. Introduction 

A micro mixing model is used to model diffusion 
processes. There are two extreme implementations. First, 
any particle can pair with any other particle, which is 
Modified Curl’s mixing [1]. This can lead to unphysical 
behaviour such as mixing across a flame front. Second, 
particles may only pair with neighbours. This is 
problematic when streams are segregated as mixing does 
not occur quickly enough. A compromise is obtained by 
many advanced mixing models with varying strengths and 
weaknesses e.g., Euclidean Minimum Spanning Tree [2], 
Multiple Mapping Conditioning [3], binomial Langevin 
Multiple Mapping Conditioning (BLM-MMC) [4]. 

It has previously been shown [5-6] that randomly 
pairing particles that are within the diffusion length scale 
is an effective technique, but this method does not account 
for inter-particle distance within that kernel window. An 
alternative kernel is investigated, where a Gaussian kernel 
makes it more likely that close particles will be paired. 
This Gaussian kernel within BLM-MMC is compared 
with the standard uniform pairing method in BLM-MMC. 
The Gaussian particle pairing is inspired by the kernel 
model KerM [7], which was applied to a Modified Curl’s 
mixing model, but no direct comparison is made here to 
KerM, and the model used here is not KerM. 

2. Generalised BLM-MMC Method 

The BLM-MMC is broken down into sub-components 
and the main aspects are highlighted. 

2.1 binomial Langevin model 

 The binomial Langevin equation [4,6,8,9] describes 
the transport of the scalar  

 * 1/2
bind d (2 ) dp A t N B       (1) 

where the drift A and diffusion B coefficients for a 
homogeneous case are 
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with K and dbin given elsewhere [6] and the fluctuations 
defined to be 

 (* ) * *p p p        (5) 

 
(* ) (* )

max
* (* ) (* )

min

0

0

p p

p p

 


 
  





 



 

 (6) 

with the averages defined to be 
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and Eq. (7) is numerically calculated using 20 bins where 
previously the conditional min and max were used. This 
allows the particles to drift away from their stream at an 
appropriate rate when the PDF is close to a double -
function. 

2.2 Reference variable 

The standard definition for the reference variable  is 
used, namely that it is a standard Gaussian. It is defined 
by mapping to  so that  monotonically increases with . 

2.3 MMC model 

The MMC equation for a stochastic particle for a 
nonreacting scalar Z is only a function of the mixing 
model S 

 *d dpZ S t  (8) 
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2.4 Modified Curl model 

Modified Curl’s model [1] is selected as the mixing model 
to mix quantity  of particles p and q an amount a where 
0 1a  . 
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Particles are mixed using Modified Curl with a 
trapezoidal probability density function (PDF) 

)( ) 2(2 1)3 6(2A aa aa         (10) 

which is sampled by 
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U
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where U = (0,1) is a uniform random number and mean 
0.4a   is used for all simulations here. 

2.5 Closure for mixing 

BLM-MMC is closed [10] by mixing until the mixture 

fraction variance 2Z   matches the binomial Langevin 

variance 2  . This is performed by mixing using 

Modified Curl until it causes over mixing, and then the 
mixing amount for the last pair for equally weighted 
particles is [10] 
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3. Particle Selection Kernels 

The different methods for pairing particles 
investigated in this article are described in this section, 
beginning with the uniform distribution (which has been 
used previously), followed by the new method based on a 
Gaussian kernel (where inter-particle distance completely 
controls the pairing likelihood). The Gaussian kernel is 
appealing because the probability of selecting a particle is 
continuously distributed, so does not arbitrarily exclude a 
particle that has an almost identical state to a particle that 
is included for consideration. 

3.1 Uniform distribution 

Uniform particle selection means any pair of particles 
within the mixing length in reference-variable space [5-6] 
 1/ 2( )L B t   (13) 

has equal probability of being paired, where t is the time 
step and 
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3.2 Gaussian distribution 

Gaussian particle selection is inspired by the process 
used in KerM [7], in that the kernel used for selecting 
particle pairs is Gaussian, which causes closer particles to 
be more likely to be paired. We choose the probability of 
pairing the second particle as 
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where dpq = q – p is the distance between particle pairs 
(and k = 0 when p = q), c is a constant and  = L is used 
to close the model. The kernel in KerM specifies the 
denominator to be some variable, but was only specified 
to be a constant in the published results to date, with 
different values tested [7]. The denominator is 
proportional to the mean dissipation rate, as in Eq. (15), if 
and only if the distribution of  is Gaussian [11] or a joint 
normal [12]. For each particle p, the probability of particle 
q being paired is determined by normalising k: 
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and random sampling from this CDF is used to select q. 
As demonstrated using KerM [7], if c is small, then k 
approaches 0 (neighbour pairing) and if c is large then k 
approaches 1 (Modified Curl).  

We next want to determine the value of c that produces 
the same variance in kpq as occurs in the uniform 
distribution. The variance of the uniform PDF is 

  
3 2

2 3 31 1
d

2 6 6 3

L
L

L
L

x
x L

x L L
L L L







    (17) 

and so a uniform distribution is equivalent to the Gaussian 
distribution when c = 3-1/2. 

4. Comparison with KerM 

The differences between the model here (using 
Sect. 3.2) and KerM [7] are described here. In general, the 
differences are semantics: it is possible to adopt the 
methods described here in KerM and vice versa. 

The first difference is the selection of the conditioning 
variable. Both methods use a mixture fraction for this 
purpose, but while KerM uses the mixture fraction solved 
within the system (in a manner resembling Conditional 
Moment Closure [13]), the current model uses the 
binomial Langevin mixture fraction as a separate mixture 
fraction. A further difference is that the reference variable 
is mapped from the binomial Langevin mixture fraction 
so that the reference variable has a Gaussian distribution. 

The PDF for the mixing amount in KerM follows the 
traditional approach for Modified Curl’s model: a uniform 
distribution for all possible values. In the current work, 
the PDF is trapezoidal to bias the likelihood of no mixing 
occurring, which reduces the over-prediction of the 
kurtosis of the scalars. 

The other difference is the method used to determine 
the number of particle pairs that mix each timestep. In 
KerM, an estimation-correction method based on EMST 
[2] is used to determine the mean amount of variance 
decay caused by each particle pair, which yields the 
number of pairs required to produce the decay indicated 
by the turbulent scalar mixing frequency. In the current 
work, the pairs are mixed until variance of the MMC 
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mixture fraction matches the variance of the binomial 
Langevin mixture fraction. 

5. Comparison between Uniform and 
Gaussian Particle Selection Pairing 

5.1 Setup  

Simulations of BLM-MMC are performed using a 
homogeneous decaying scalar field from a Direct 
Numerical Simulation (DNS) case F2C [14]. It was 
selected because it has an initial scalar field close to a 
double  -function distribution which is a difficult initial 
condition. The initial mixture fraction Z in the current 
simulations are initialised to match the DNS PDF (Fig. 6) 
The mixing frequency used in the current simulations is 
calculated from the DNS variance (Fig. 10) and 
dissipation rate (Fig. 11) Time was normalised using [14] 
(Table 1) l/u = 0.38. These numerical procedures were 
used to ensure the behaviour differences between the DNS 
and BLM-MMC was due to the different particle selection 
methods. Simulations are performed with 40k particles. 

 
Figure 1: a) variance b) kurtosis. (line style, case number): (-- 

uniform), (-.  Gaussian c = 3-1/2, (:  Gaussian c = 1), (- Gaussian 
c = 4), (- DNS [14]).  

 

 

Figure 2: PDF. At same times as DNS [14] for case F2C. Solid line 
DNS, dashed line MMC. tu/l = (--- 0.22, -- 0.42, -- 0.83, -- 1.28, -- 
1.49). 
 

Kahan summation [15] is performed to minimise 
rounding error to better represent the mathematical 
algorithm and avoid the influence of the numerical 
implementation from confusing the results. Random 
numbers are drawn from the xoroshiro256++ uniform 
random number generator [16]. The bin sizes of the PDFs 
in Fig. 2 were computed based on the data [17]. The cases 
tested are 1) Uniform, 2) Gaussian c = 3-1/2 (equivalent c 
to uniform), 3) Gaussian c = 1, 4) Gaussian c = 4.  
 

5.2 Discussion  

The history of the MMC mixture fraction variance (Fig. 
1a) is the same for all simulations. This is expected as the 
particles mix until the reference variance equals the scalar 
variance [10]. 

Increasing c increases the kurtosis slightly. This is 
expected as larger values of c increase the range of 
particles available for selection. However, there is no 
significant difference in kurtosis before tu/l = 2 as low 
variance causes statistical noise to cause kurtosis 
variations later as seen in Fig. 1b and so there are only 
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minute differences between the cases in Fig. 2 which are 
only visible in the tails for the final distributions shown. 

Two statistical tests are performed to check the 
difference between the different Gaussian c values. The 
Kolmogorov–Smirnov test [18] evaluates if the samples 
belong to the same continuous population, which was 
implemented using the MATLAB R2023a function 
kstest2. 

The Mann–Whitney U test [19] evaluates if the 
samples from one group are typically larger than the 
samples from the other group; if not, then the medians are 
equal. The MATLAB R2023a function ranksum was used 
in the current analysis. The null hypothesis for both tests 
is that the distributions are identical. The significance 
level that the hypothesis can be rejected is shown in 
Table 1. The values found here are much higher than the 
standard value of  which is 0.05 indicating that it is very 
difficult to reject either hypothesis for the values of c 
tested here. 

 
Table 1: Significance level  at which the hypothesis is rejected. 

Each Gaussian c value is compared with the uniform selection 
method. K: Kolmogorov–Smirnov. M: Mann–Whitney. 

 
time 
tu/l 

c = 3-1/2 c = 1 c = 4 

K M K M K M 
0.22 0.999 >0.999 0.990 0.998 0.877 0.994 
0.42 0.996 0.999 0.928 0.995 0.728 0.991 
0.83 0.763 0.943 0.802 0.899 0.380 0.887 
1.28 0.651 0.963 0.925 0.901 0.489 0.858 
1.49 0.807 0.997 0.592 0.783 0.247 0.821 

 
The Kolmogorov-Smirnov test significance value  is 

occasionally smaller than the Mann–Whitney significance 
value showing that it is easier to reject the hypothesis that 
the samples belong to the same continuous population 
than to reject the hypothesis that the medians of the two 
samples are equal. This is expected because the tails 
appear to have greater differences between uniform and 
each Gaussian than the medians at tu/l = 1.28 and 1.49 
and the Kolmogorov–Smirnov test is less sensitive to 
differences in the tails but more sensitive to differences in 
the middle of the distribution. 

6. Conclusions 

There was no significant difference between the 
standard uniform and the Gaussian particle selection 
methods for the range of values of c that were tested. In 
the limit c0, particles will mix with their neighbour—

as commonly used in many MMC implementations—
while in the limit c, Modified Curl’s mixing is 
reproduced. The Gaussian method requires more 
computations because of Eq. (15) and the fact that more 
particles q need to be considered as having a non-zero 
kernel probability kpq. However, given the significant 
computational time required for chemistry calculations, it 
is unlikely that this extra time would add more than a 
fraction of one per cent to the overall computational time. 
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MMC-IEM with varying particle weights: A numerically-
conservative method for a single reference variable  

Andrew P. Wandel* 
School of Engineering, University of Southern Queensland, Qld 4350 Australia 

 

Abstract 
The Multiple Mapping Conditioning model using the Interaction by Exchange with the Mean closure (MMC-IEM) promises a 

consistent approach to modelling turbulent combustion processes by using the mean of two other particles to determine the conditional 
mean towards which a particle’s scalar should relax. However, a limitation of the approach occurs when the weights of the particles are 
different to each other, which is a common occurrence in inhomogeneous implementations. The approach proposed here produces 
conservation to the desired numerical precision, while still maintaining the necessary condition of the process being well-mixed. This 
is achieved by iteratively normalising the columns then rows of the mixing matrix so that it is made to be conservative then well-mixed 
on each iteration. It is proven that the chosen error tolerance in the conservation of the mixing process controls the overall error in the 
conservation of the results. It is shown for a homogeneous isotropic case that the approach does not substantially change the predictions 
of MMC-IEM compared to the original transport equations, so this approach is suitable for application to inhomogeneous flows. 

Keywords: multiple mapping conditioning, interaction by exchange with the mean, conservative mixing 
 

 

1. Introduction 

The Multiple Mapping Conditioning (MMC) model 
[1] has been implemented for a wide variety of cases. The 
variants of MMC best suited to model local extinction-
reignition phenomena are probabilistic MMC [2] 
formulations. The Modified Curl’s model [3,4] is used as 
the closure model for the mixing term for most 
implementations of MMC, while the Interaction by 
Exchange with the Mean (IEM) model [5,6] is also used 
for a number of implementations. The variants are: 
1. What will be called “MMC-Curl” in this paper, where 

the standard transport equation for the reference 
variable is solved and the Modified Curl’s model is 
used with non-neighbouring particles paired and not 
all particles mixing [7,8]. 

2. The binomial Langevin–MMC (bL-MMC) model, 
where the binomial Langevin model [9] is used to 
define the reference variable [10–13]. The mixing is 
identical to MMC-Curl. 

3. What is an MMC-Curl-IEM model because it 
simultaneously mathematically satisfies both 
Modified Curl’s and IEM models by special selection 
of the Modified Curl’s mixing amount [14–16]. (This 
model has variously been called “MMC-Curl” and 
“MMC-IEM” in the literature.) This is the model used 
in MMC-LES where particles are paired using a k-
dimensional tree algorithm, while in RANS 
implementations neighbouring particles in reference 
space are paired. All particles mix every timestep. 

4. What will be called “MMC-IEM” in this paper, where 
IEM is used with the conditional mean computed 
using the nearest two particles in reference space. 
Where there is a single reference variable, the nearest 
two particles are the immediate neighbours either side 
of the chosen particle [17–19], while for multiple 

reference variables, the two closest particles are 
chosen [20]. All particles mix every timestep. 
Inhomogeneous simulations introduce challenges for 

accurate and computationally-efficient simulations. The 
nature of turbulent flows typically causes stochastic 
particles to cluster in various parts of the flow, while they 
disperse in other parts of the flow. To ensure statistical 
validity, a minimum number of particles is required at 
each location, while to manage computational load, it is 
desirable to not have too many particles at each location. 
To achieve this balance, simulations typically assign a 
“weight” (i.e. a probability of existing) to each particle. If 
there are too few particles at a location, the heaviest 
particles are split, with the new particles having the same 
state as the parent, but their weights adding to the parent’s 
weight. If there are too many particles at a location, 
particles are either randomly chosen for deletion, or 
randomly combined in the reverse process to splitting. 

Having different weights does not challenge Modified 
Curl’s because the pairwise nature of Modified Curl’s—
particles relax to a state that is solely defined by the 
particles relaxing to that state—ensures that the mixing 
process is conservative (even if triplets are used) [11]. 
However, MMC-IEM has a challenge because the state to 
which a particle relaxes is defined by particles that do not 
relax to the same state. In Sect. 2, the key principles of 
mixing that need to be satisfied are presented, and the 
consequences of these principles for MMC-IEM are 
derived in Sect. 3.1. A method to enable MMC-IEM to 
satisfy the principles for a single reference variable is 
presented in Sect. 4, with an assessment of the impact of 
this method on the outcomes presented in Sect. 5. 

2. Key Numerical Principles for Mixing 

There are two fundamental numerical principles that 
good mixing models satisfy: being well-mixed and 
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conservative. Let the new value for variable x for particle 
i at timestep k+1 be: 

1k k
i ij j

j

x L x       (1) 

where Lij is the interaction matrix between all particles j 
and particle i. In other words, Lij defines how other 
particles j contribute to the new value of particle i. 

The well-mixed criterion requires the mixing method 
to be numerically stable by not introducing fluctuations 
numerically that do not exist physically; a consequence of 
this criterion is that a uniform field remains uniform. 
Mathematically, the well-mixed criterion is satisfied by: 

1i ij
j

L       (2) 

In practice, the well-mixed criterion is inherently satisfied 
by mixing models via the formulation of their transport 
equation. The well-mixed criterion is essential for a 
mixing method: if it is violated, the results are almost 
certainly unreliable—if any results are obtained at all!  

The conservation criterion requires the mean to remain 
unchanged by the mixing process; this reflects the 
physical nature of a passive process. Mathematically, the 
conservation criterion is satisfied by: 

0j i ij ij
i

w L         (3) 

which becomes: 
1

1j i ij
ij

w L
w

      (4) 

where wi represents the weight of particle i. The weight is 
not explicitly required for the well-mixed criterion 
because it is embedded in the formulation of Lij, but it 
must be explicitly included in the conservation criterion 
because the behaviour of Lij for different i is not coupled 
in the formulation of Lij. While the conservation criterion 
is not necessary for the mixing method to produce results, 
the inherent bias caused by its violation can result in 
significant accumulated errors. 

3. MMC Theory 

The test case has a passive scalar (mixture fraction, Z), 
a single reactive scalar (non-dimensional temperature, T), 
and a single reference variable () linked to Z. The 
homogeneous, stochastic form of MMC [1] is used here: 

2i i i

i i

i i i

d A dt Bd

dZ S dt

dT S dt W dt

  



 

    (5) 

where di is a Wiener process, Si represents the mixing 
model, and Wi is the chemical source term. The drift 
coefficient Ai and diffusion coefficient B are [1]: 
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where the formula for Ai takes its simplest form because  
has a Gaussian distribution [21–24], N = D(Z)2 is the 
scalar dissipation rate and D is the molecular diffusivity 
of Z. The second factor in the formula for B is modelled 

using the numerical scheme [8] implemented in all 
subsequent MMC simulations. 
 

3.1 MMC-IEM Model 

The IEM model [5,6] can be directly applied using a 
conditional mean conditioned on a scalar (in this case, the 
reference variable) instead of the unconditional mean, so 
long as the dissipation timescale represents the 
conditional fluctuations’ decay instead of the 
unconditional fluctuations’ decay: 

min

i i
i

Z Z
S





      (7) 

Here min is the minor dissipation timescale, as opposed to 
the major dissipation timescale 

2
maj Z N       (8) 

The two timescales are related to the fluctuations [8]: 
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and this ratio is fixed to 1/8 [7] in this paper, consistent 
with almost every implementation of MMC. 

If there is a single reference variable, the MMC-IEM 
procedure for computing the conditional mean in Eq. (7) 
is to sort the particles in reference space, and to compute 
the conditional mean by computing the (weighted) mean 
of the two particles immediately neighbouring particle i 
on either side within reference space [17,18]. In other 
words, if i monotonically increases with i, 

1 1 1 1

1 1

i i i i
i

i i

w Z w Z
Z

w w
    

 





 (10) 

This model produces an asymmetric tridiagonal Lij, while 
Modified Curl’s is symmetric (when the off-diagonal 
elements are multiplied by the particle’s weight) with only 
a single non-zero off-diagonal element per row/column. 

To close the model, the boundary conditions for i = 1 
and i = np (the final particle) need to be specified because 
particles i–1 and i+1 respectively do not exist. The 
approach [19] is to use the boundary particle (i = 1 or 
i = np) as a ghost particle, replacing the non-existent 
particle in Eq. (10). 

This model is mathematically well-mixed—it satisfies 
Eq. (2). If all of the weights wi are equal, then this model 
is mathematically conservative—it satisfies Eq. (4). 
However, if any of the weights wi are different, the 
scheme as formulated is not conservative. Consider the 
first few particles (np > 3): 
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Comparing L23 and L32, if the interaction between particles 
2 and 3 were pairwise (like Modified Curl’s), then 
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w2L23 = w3L32; however, the presence of w1 in L23 and w4 
in L32 prevents pairwise matching. This approach is well-
mixed (the sum of the rows is 1) because within a row the 
denominators involving w are identical. However, 
because within each column the denominators involving 
w are different, it is impossible for the terms involving t 
to cancel unless all of the wi are equal. Therefore, without 
any correction, this approach is only conservative if each 
particle has an identical weight. 

If a correction is to be applied, then it is necessary that 
such a correction produces an Lij that is well-mixed.  Any 
method which renormalises 1k

ix   by subtracting or 

dividing by 1k
ix   is not well-mixed because Lij is no 

longer tridiagonal—every particle is involved in the 
computation of the mean which renormalises each 
particle. The renormalisation procedure should be 
embedded into the formulation of Lij and not treated as a 
second step so it can be transparently assessed whether Lij 
is well-mixed (or conservative!). 

4. Proposed Conservation Method 

To maintain the well-mixed property of Lij while also 
making it conservative, it is proposed that the 
normalisation occurs to Lij directly, which also means that 
it remains tridiagonal. A method for achieving this [25] is 
to iteratively normalise Lij so that it alternately becomes 
conservative, then well-mixed. The errors in conservation 
and well-mixedness are respectively defined as: 
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where the conservation and well-mixed criteria are only 
satisfied if all of the errors are zero. Let Lij be well-mixed, 
but not conserved. The mth iteration of a conservative—
but not well-mixed—array can be computed by using the 
conservation error to normalise Lij: 

 ,, 1ˆm m
i j ij

m
ij c jL L    (13) 

It is necessary to compute the well-mixed error for the 
array computed by Eq. (13) and normalise to produce the 
next iteration of Lij: 

 1
,, ˆˆ 1 mm m

i j ij ij w iL L      (14) 

Equation (14) ensures that the final Lij is well-mixed, 
while Eq. (13) converges so that for increasing m, the 
conservation error monotonically converges to 0. 

This procedure alters Lij so that is no longer identical 
to Eqs. (7) and (10), but it does maintain the relative form 
that if wi+1 > wi-1 then Li,i+1 > Li,i-1. The impact of this 
alteration is assessed in the next section. 

5. Evaluation of Method 

The test case to evaluate the method is Direct 
Numerical Simulations (DNS) of homogeneous isotropic 
turbulence using a single-step irreversible chemical 
kinetics mechanism [26,27]. This DNS has previously 
been used to evaluate a number of turbulent combustion 

models [28,7,8]. A homogeneous case permits a direct 
comparison with the implicitly-conservative equal-weight 
method. Although the introduction of different weights is 
unnecessary and artificial here, the mixing process is 
numerically identical to an inhomogeneous case, so can 
be assessed fairly. 

For the current simulations, 131 072 particles were 
used in an ensemble of 5 for each case. Because the 
streams have undergone some mixing prior to the initial 
conditions, it is necessary to initialise conditional 
fluctuations Z’’’ according to Eq. (9). 

Table 1 reports the parameters that were used in the 
simulations. Case 1 uses equal weights for all particles; 
because this is inherently conservative, it can be used as a 
baseline for the other MMC-IEM simulations. Cases 2–5 
assess the effect of relaxing the error tolerance to the 
extreme of Case 5, where no iterations were performed. 
Greater variation in w substantially increases the number 
of iterations required for convergence, so the wider range 
of Case 6 can be directly compared to Case 4 as having 
the same specified convergence error. 

Table 1 also reports the 95% confidence intervals for 
the average cumulative error in the mean of Z per 
timestep, computed as the difference between the final 
mean and the initial mean divided by the total number of 
timesteps. Because Z is a passive scalar, this value should 
be zero, but Case 1 has errors of the order of numerical 
precision, which is to be expected for an algebraically-
conservative scheme. For Cases 2–4 and 6, the 
conservation error per timestep is approximately 5 orders 
of magnitude smaller than the target maximum 
conservation error, which is because convergence occurs 
when all the particles have a conservation error less than 
max; therefore, many particles’ conservation error could 
be orders of magnitude less. By extrapolation of Case 5, 
no correction yields a conservation error of approximately 
1%. The central limit theorem states that these errors 
decrease with increasing number of particles used, so in 
inhomogeneous simulations—where the number of 
particles is 3–4 orders of magnitude smaller—the 
conservation error will be approximately 2 orders of 
magnitude larger. 

Figure 1 shows the mean temperature results. The 
MMC-IEM results for Cases 1–5 are indistinguishable, 
while Case 6 is slightly colder. MMC-IEM generally 
reproduces the trend of the DNS, with combustion phased 
slightly ahead of the MMC-Curl results [7]. 

 
Table 1: Parameters of different MMC-IEM cases. The weights 
were randomly sampled from a uniform distribution with the 
range specified, except for Constant with equal w; max is the 
error tolerance used to define convergence of Eq. (13); and the 
conservation error reports the 95% confidence intervals for the 
average change to the mean of Z per timestep. 

Case w range max Conservation error 
1 Constant 0 [-8.17×-18, -2.71×10-19] 
2 0.9–1.0 10-7 [-1.36×-12, 2.12×10-12] 
3 0.9–1.0 10-6 [-2.26×-11, 1.25×10-11] 
4 0.9–1.0 10-5 [-2.04×-10, 1.63×10-10] 
5 0.9–1.0 - [-4.08×-7, 2.71×10-7] 
6 0.1–1.0 10-5 [-7.19×-11, 1.09×10-10] 
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Figure 1: Mean temperature; time is normalized by the initial 
integral timescale. DNS [26] (blue dashed); MMC-Curl [7] 
(blue dotted); Cases 1–5 collapse onto each other (yellow); 
Case 6 (black) is marginally delayed. 

 
Figure 2: Conditional mean temperature in the vicinity of the 
stoichiometric mixture fraction. As per Figure 1. 

The conditional mean temperature in the vicinity of 
the stoichiometric mixture fraction (Figure 2) behaves 
similarly to the mean temperature in that MMC-IEM is 
slightly advanced of MMC-Curl. Also, Case 6 is 
noticeably different to the remainder of the cases. 

6. Conclusions 

A method has been proposed to make the MMC-IEM 
mixing model conservative to a specified numerical 
precision for the case where particles have different 
weights. Without the correction, the conservation error 
per timestep is significant and would impact results. The 
method is proven to improve the conservation of the 
scheme, with decreasing error tolerance in the mixing 
method’s conservation producing decreasing errors in the 
results’ conservation. When the variation in weights is 
relatively small, the method produces almost identical 
results to the implicitly conservative approach when all 
particles have equal weights. However, the method 
produces somewhat different results when the variation in 
weights is large, and this can be attributed to a significant 
change in the transport equations that are solved due to 
conservation. However, the change in results caused by 
conservation is relatively small compared to the 
difference between MMC-IEM and other mixing 
methods. Therefore, there should be confidence that this 
approach is suitable for general application to turbulent 
combustion modelling. 

Future work will assess the effect of t/min on the 
convergence, apply the method to inhomogeneous flows, 
and extend to multi-dimensional reference spaces. 
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Instantaneous temperature field prediction of jet in hot coflow 
flames using machine learning 
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Abstract 
A multi-scale U-Net machine learning model is developed to predict instantaneous temperature fields from OH- and CH2O-PLIF 

measurements in ethylene and natural gas flames in a jet-in-hot-coflow burner. The objective is to provide a fast and accurate method 
of non-invasive temperature measurements which can be applied to a large range of jet in hot coflow (JHC) flames. The model was 
trained on data from 12 ethylene flames and 5 natural gas flames, over a range of jet Reynolds numbers (1k–30k), at coflow oxygen 
concentrations of 3–9% by volume. Images of the temperature fields and radial profiles are compared against the predicted fields in 
previously unseen cases, showing very good agreement with bulk flame features, mixing profiles, and peak temperature values across 
the described conditions. The results indicate that generalisation to a larger number of flame cases within the similar fuel and oxidant 
ranges is achievable with little to no further training, allowing for rapid temperature field prediction from OH- and CH2O-PLIF 
measurements. 

Keywords: artificial intelligence, temperature and radical fields, turbulent combustion, planar laser-induced fluorescence 
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Analysis of large-scale energy storage using Bilger’s oxyfuel 
process 

M. M. Kratzer1 and A. Y. Klimenko1, * 
1Centre for Multiscale Energy Systems, School of Mechanical and Mining Engineering, University of Queensland, 
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Abstract 
This work investigates a model of large-scale chemical energy storage through a systems analysis. This analysis is aimed to provide 
insight into the looming energy storage problem which is caused by a shift towards energy grids supported by a significant proportion 
of energy generated via renewables. To suppress the large seasonal variations of energy production associated with such a grid, a long-
term, large-scale energy storage system may be utilised, where here, we investigate the use of Bilger’s oxyfuel process [1]. This process 
permits effective storage of renewable energy while allowing for carbon-control. This analysis is performed via a simple MATLAB 
model, allowing for fast and efficient modelling of the reservoir sizing required to support seasonal variations for different Australian 
states. 

Keywords: energy storage, systems analysis, green hydrogen 
 

 

1. Introduction 

As the cost of green energy continues to decrease, the 
economic, along with societal, benefits of transitioning 
towards a renewable energy-supported grid are becoming 
clear.  While such a technological shift relies on many 
well-developed technologies, such as increasingly 
efficient techniques of wind and solar generation, there 
remain unresolved issues with this transition.  

The fundamentally intermittent nature of renewable 
energy generation can cause strain on traditional base-
load generators, potentially leading to instabilities in both 
power supply and electricity cost. Due to a combination 
of daily and seasonal variations in power usage and 
generation electricity prices may vary between order of 
magnitude increases to negative values. Hence, to prevent 
excess electrical and economic loading, the usage of such 
renewable energy-supported grids requires both large-
scale and long-term energy storage to suppress such 
power variations.  

Clearly the generation and consumption of electricity 
must always remain balanced due to the conservation of 
energy. Storage may be utilised to balance energy supply 
and demand, while preventing instabilities in the grid. A 
mixture of different renewable energy sources, such as 
solar, wind and pumped hydro, may lead to different 
modes of instabilities in the grid. This is due to the 
different characteristic times of different renewable 
energy sources. 

Maintaining the required energy balance within an 
energy grid with variations in energy generation and 
consumption requires the introduction of energy storage 
facilities.  Some examples of characteristic response times 
for different storage methods are shown in Table 1.  
 

Table 1: Comparison of Characteristic Response Times for Different 
Methods of Energy Storage [5] 

Type of Storage Discharge time Storage Capacity 
Kinetic energy: 
Turbomachinery and 
flywheels  

Near instant  1-100 kWh 

Electrochemical: 
Batteries and fuel cells 

Seconds to hours 0.1-10 MWh 

Gravitational: 
Pumped hydro 

Hours to days 0.1-100 GWh 

Chemical: 
Hydrogen/Methane 
gas storage 

Days to years 0.1-100 TWh 

 

Daily variations, such as seen in the daily ‘Duck 
curve’ [3] which arises due to increased energy 
requirements in the late evening, may be accounted for by 
fast-responding, low-capacity storage methods. Examples 
of such systems include inertia-based stabilisation 
components, such as heavy turbomachinery (including 
both simple flywheels and mechanical generators).The 
excess hourly and daily energy are primarily purchased by 
commercial entities, which provide a service of energy 
storage, generating capital through the buying and selling 
of energy, dependant on the fluctuating energy prices. 

2. Storage of Hydrogen and Its Derivatives 

The previously outlined characteristics of both large-
scale storage and transport outline issues with the 
utilisation of the current well-developed technologies, 
namely, the difficulty and cost of local transport and size 
restrictions. 

The role of hydrogen within the concept of a 
“hydrogen economy” is often misunderstood, with some 
focusing primarily on its potential utility as an energy 
source in electric vehicles using hydrogen fuel cells. 
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While this could, in principle, become an important 
application of hydrogen technology, it will need to 
compete with battery-powered cars which are already 
seeing large scale production. The major role which 
hydrogen and its derivatives (being methane and 
ammonia) appear to have an advantage over batteries is 
long-term energy storage and transport.  

Due to these potential advantages, there has been 
recent interest in the underground storage of hydrogen, 
with investigations focusing on the usage of salt caverns 
[4] and depleted gas reservoirs [5]. While the practicality 
of the use of depleted gas reservoirs has not yet received 
sufficient analysis, we note that there are mostly depleted 
gas reserves in Australia which still contain on the order 
of 10% hydrogen [6], hence, may be suitable for long-
term stable energy storage.  

Australia shows promise in both the production and 
export of renewable energy. For this investigation we 
consider two separate cases, with either the export of the 
excess produced renewable energy or specifically 
generated energy for the purpose of export. To match 
current LNG export, Queensland would need to export H2 
in quantities of 1 or 10 Mt for the first and second 
scenarios. Similarly, Australia would need to export 5 to 
33 Mt for the second scenario [7]. We note that to produce 
20Mt of green hydrogen via electrolysis, the energy 
requirement would necessitate a dedication of 10 000 km2 
of land, assuming PV solar panels are utilised [8]. For 
electrolysers with efficiencies of around 70%, this would 
require approximately 200GL of water per annum.  

Unlike the fossil fuels widely utilised in the current 
Australian energy grid, the combustion of hydrogen is 
particularly clean, due to the absence of carbon. Along 
with the benefit of carbon-free combustion products, 
hydrogen has some beneficial physical and chemical 
properties, such as the greatest specific chemical energy 
of any gas, with content on a mass basis, with lower 
heating value 2.4 and 6.4 times greater than methane or 
ammonia respectively. While these physical properties 
appear very beneficial, there still exist disadvantages 
which may affect its usefulness as the primary agent for 
long-term storage.  

A primary benefit of the usage of methane is the 
development of the technology, with piping and transport 
being well understood and regulated. In comparison, at 
the time of writing, there exists only one ship designed for 
liquid H2 transport, being the Suiso Frontier, which is still 
operating as an experimental vessel. Along with this, 
hydrogen is known to be more difficult to use in gas power 
systems due to issues of hydrogen embrittlement. Despite 
this, manufacturers have developed turbines which are 
suited for hydrogen both as a pure fuel and in mixtures.   

 

 

 

 

 

3. Carbon-Controlled Storage and 
Transport with Methane 

Recently, power-to-gas systems have been 
investigated as storage systems capable of supporting 
seasonal variations in energy supply and demand. Power-
to-gas systems convert electrical energy into chemical 
energy. In such an energy system, hydrogen is the primary 
product, which is produced through the electrolysis of 
water. The global reaction for this process is simply 
described by the reaction 

𝐻 𝑂 𝑙 ⇒ 𝐻 𝑔
1
2
𝑂 𝑔 1  

After the electrolysis step the produced hydrogen may 
be transported either in its current form, converted into 
methane or ammonia then transported, or alternatively, 
stored on site for later use in energy generation. Such a 
model is sometimes referred to as a power-to-gas-to-
power system, as it permits the storage and transmission 
of energy through the production of multiple species of 
gas [2,9]. Methane can be produced from hydrogen on 
industrial scales through the Sabatier reaction. This 
reaction involves the methanation of a H2-CO2 mixture. 
The global reaction is exothermic and reads, 
 

4𝐻 𝑔 𝐶𝑂 𝑔 ⇒ 𝐶𝐻 𝑔 2𝐻 𝑂 𝑙 2  

These processes may be undertaken by way of 
Bilger’s oxyfuel process [4], which implies carbon control 
and storage. The produced methane may be stored in 
underground reservoirs, which is a well-developed 
technology, and later, when an energy output is required, 
the methane may be combusted to generate power.  The 
combustion of methane in pure oxygen, which is 
produced in stoichiometric quantities by the electrolysis 
process (1) is given by 

𝐶𝐻 𝑔 2𝑂 𝑔 ⇒ 𝐶𝑂 𝑔 2𝐻 𝑂 𝑙 3  

It is beneficial to capture the oxygen produced through 
the electrolysis for use in this combustion process, since 
the separation of oxygen from the surrounding air would 
lead to an energy penalty of 0.9MJ/kgO2. Additionally, 
using oxygen in place of air excludes nitrogen from the 
reaction, hence producing no oxides of nitrogen.  

Fig 1: Storage with carbon control using Bilger’s oxyfuel combustion
process, reproduced from [8]. 
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Fig 2: Simplified cycle schematic including relevant parameters 

For a system operating in this manner, the facility may 
be designed to operate as a cycle. This would require two 
separate underground reservoirs, one for storing CH4 as 
fuel for the combustor, and another for storing CO2 acting 
as an input to the Sabatier reactor. The carbon dioxide acts 
as a working fluid of a thermodynamic cycle, and hence 
is not released into the atmosphere, leading to complete 
carbon control. The water used in the electrolysis can be 
recovered and, at least in principle, may be recycled from 
the combustor and reactor products. This cycle is shown 
in Figure 1.  

A similar process was discussed in Jensen et al [10], 
where a cycle was proposed which utilises developing 
fuel technology. While such a model would work 
similarly to this one, due to the difficulty in scaling up fuel 
cell technology for large-scale energy storage, we propose 
this cycle as a stronger choice to cover seasonal variation 
in energy demand.  

4. System Modelling 

To investigate the practicality of this energy storage 
system, simulations were constructed in the MATLAB 
language. We construct a simplified model of the cycle 
shown in Figure 2. In this simplified model, 5 individual 
components are modelled. These components are the 
electrolyser, Sabatier reactor, combustion chamber and 
the CO2 and CH4 underground storage caverns.  

We assume here that most of the stored energy takes 
the form of potential chemical energy and not total 
enthalpy such as in compressed air storage. With this 
assumption, we may ignore major and minor pressure 
losses in the system, and not model any compressors or 
expanders which would exist in a real system.  Figure 2 
shows a representation of the cycle including the 
important parameters, being the input and output power, 
𝐸  and 𝐸 , the gas mass flow rates, 𝑚 , cavern pressure, 
𝑃 , volumes, 𝑉 , along with the electrolyser and combustor 
efficiencies, 𝜂  and 𝜂 . For a preliminary investigation we 
model both the electrolyser and combustor to have an 
efficiency of 65%, which may be an optimistic 
assumption, but leads to a total system efficiency of 
around 42%, which is near the 36% efficiency found by 

Bundy et al. in the analysis of a similar energy system 
[11]. The relevant equations for the components in the 
simplified model are the electrolyser output flow rate, 

𝑚 𝜂 𝐶 𝐸 4  

mass flow through the reaction chamber, 

𝑚 2𝑚 5  

energy output from the combustor,  

𝐸  𝜂 𝐶 𝑚 6  

and reservoir pressure, approximated here as to be given 
by the ideal gas law, 

𝑃
𝑅 𝑇
𝑉

𝑚 7  

for constant reservoir temperature T and specific gas 
constant 𝑅 . For salt caverns, the minimum and maximum 
pressure limits have been reported to lie between 
approximately 7 and 17 MPa respectively [2]. These 
pressure limits, along with the total system efficiency, are 
used to size the caverns.  

To find the required total cavern size to cover the 
seasonal variations, we compare the average daily energy 
demand to the average yearly demand and consider a 
system which buys energy when this difference is positive 
and sells when it is negative. Using energy data from the 
Australian Energy Market Operator (AEMO)  we may 
find the minimum allowable cavern sizes for Queensland, 
a state with small seasonal variations and Victoria, a state 
with large seasonal variations. 

The cavern pressure and yearly energy demand data 
for the respective states is shown in Figs. 3 and 4. These 
caverns were sized by utilising a simple bisection search, 
minimizing both cavern sizes until all excess power could 
be stored without exceeding the maximum or minimum 
cavern pressures. To support this simplified problem, the 
caverns must be sized at 1.24 10 m  and 9.10 10 m  
for Victoria and Queensland respectively.  

Figure 3:  Cavern Pressure and energy demand variations in
Victoria from 2022 AEMO data. 
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Figure 44: Cavern Pressure and energy demand variations in Queensland 
from 2022 AEMO data. 

To account for the initial conditions of the demand 
data, the initial cavern pressures to support this minimal 
size were found as P 8.25 MPa and P
15.75 MPa for Queensland and P 7.05 MPa and 
P 16.95 MPa for Victoria. 

The results of this analysis depend strongly on both the 
input data and the selected total system efficiency. The 
efficiency of both electrolysis and combustion likely will 
not be optimal in a system with significant power 
variations such as seen in Figure 3. Performing the same 
analysis while using a total system efficiency of 36% such 
as in Bundy et al. [11] leads to increased required cavern 
sizes of 1.09 10 m  and 1.24 10 m  respectively. 
Even at the reduced system efficiency, salt caverns of 
suitable volume exist, with the KING-1 and KING-2 
caverns both having a usable gas volume of over 
2 10 m  [2]. While this implies that large caverns could 
be suitable for accounting for supporting an Australian 
energy grid, Australian salt deposits are still under 
investigation for their suitability in dynamic storage. 

5. Conclusions 

This work investigated the utility of Bilger’s oxyfuel 
process as the basis of a power-to-gas system which could 
support seasonal variations in energy supply and demand 
within Australian states. This work found that both 
Queensland and Victoria would each require two separate 
caverns with a working gas volume of 1.24 10 𝑚  and 
9.10 10 m  respectively, both of which could be 
potentially constructed using naturally occurring salt 
caverns. 
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